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Abstract— Nowadays, most of the people are suffering 

from depression due to changes in lifestyle, increased 

academic expectations, genetic inheritance, improper 

diet and sleep, etc., Depression is a Bipolar disorder, 

where the feeling of sadness, emptiness, anger, 

helplessness and pessimism acts as an indicator. The 

seriousness of depression can be identified by the 

quantity of symptoms and their time period. 

Depression can also lead to serious medical illness like 

heart diseases, diabetes, cancer, etc., So, The earlier the 

diagnosis of depression, the better the chance of treating 

people who are affected. The detection is done using 

Data Science, which helps to encompass various 

methods and draw out insights from data. Data is 

collected in different forms like Text, Speech and 

Video. After getting the input, data will be processed 

using multiple Machine Learning Algorithms. Based 

on the emotions expressed by the people, the level of 

depression will be detected and displayed on the Browser. 
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I. INTRODUCTION 

Depression, commonly referred to as Clinical Depression, 

is a Bipolar condition that is common but significant. Type 

of depression like major depression, perinatal depression, 

etc., will vary among people due to different conditions 

such as mental strength, stability and physical conditions. 

Also, Mild, Moderate and Severe are the common levels of 

depression among people. So, there is no common 

treatment for depression and it differs according to their 

symptoms, severity, etc., 
 

The depression should be detected at the earlier stage for 

providing proper medication to the individuals. In this 

paper, the degree of depression will be detected using Data 

Science. The field of study known as “Data Science” works 

with enormous amount of data to gain insights using a 

variety of approaches and techniques. Data Science builds 

useful predictive and detective models using complex 

Machine Learning Algorithms. 
 

The dataset utilised to identify depression is made up of 

text, audio signals and images that are gathered from social 

media platforms. The gathered Dataset will be used to train 

a model that helps us to detect the depression effectively. 

Different Machine Learning Algorithms are used for three 

different kinds of data such as text, audio and image. It 

helps us to detect the emotions from our stanza, facial 

expressions and voice modulation. 

The HAAR Cascading Algorithm is used for 

recognizing the facial expressions from the image. The 

fuzzy color filter and histogram analysis approach are 

utilized in the face region extraction algorithm to recognize 

the skin tone. This technique will separate the entire image 

into three feature regions including the eye region, mouth 

region, and auxiliary region. Each zone yields a variety of 

information like geometric and shape information. By 

using this information, the degree of depression will be 

determined. 
 

PyAudio is a Python library for working with audio 

streams that can be used in speech emotion recognition. 

After recording the audio signals, features are extracted 

from the audio signal that are indicative of emotions. Then 

by using machine learning algorithms such as Support 

Vector Machines (SVM) and Convolutional Neural 

Network – Long Short Term Memory Model (CNN-

LSTM), we detect the depression. 
 

Support Vector Machines (SVM) and NLP (Natural 

Language Processing) Algorithm can be used for text 

emotion recognition, which is the task of determining the 

emotional state of a writer from text. These algorithms can 

extract various features from text, such as word choice, 

sentiment, and syntax, that can be used to predict emotions, 

which in turn is used to detect the depression. 
 

II. METHODOLOGY 

In this paper, input is collected in three different forms 

such as text, audio and video. The system should be trained 

for those multi model data by using different datasets. For 

speech recognition, the data set used for training contains 

24 experienced actors voicing two lexically-matched 

sentences in a neutral North American accent. For text 

recognition, a total of 2,468 daily writing contributions 

from 34 psychology students make up the text recognition 

dataset. For video recognition, the dataset consists of 48x48 

pixel grayscale portraits of people. After collecting those 

dataset, the system is trained using various Machine 

Learning Algorithms. 
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A. HAAR Cascading Algorithm 

The Haar algorithm is a feature-based object detection 

algorithm, which is used for video recognition. Object 

detection is identifying an object in an image. This 

algorithm can run in real-time and vast computation was 

not required. Regardless of the size and position of the 

image, it can detect objects. The algorithm deals with a lot 

of positive images and negative images to train the model. 

Positive image consists of faces and Negative image does 

not contain any face. These models are stored in XML files. 

Using this model, the gathered video input will be 

processed in the following way. In the HAAR feature, the 

sum of all the image pixels in the darker region and the sum 

of all the image pixels in the lighter region were discovered. 

Their difference was later found. Now, the HAAR value 

will be closer to 1 if the image has an edge separating dark 

pixels and light pixels, otherwise, the HAAR value will be 

far from 1. 

 

B. X-ception Model 

X-ception stands for Extreme Inception, is a 

Convolutional Neural Network. This model is used for 

video recognition which classify the images into object 

categories. This model is based on two major concepts 

namely, Depthwise Separable Convolution and Shortcuts 

between Convolutional block, similar to ResNet. A vast 

number of towers make up the inception module called 

Depthwise      Separable      Convolution. It performs 

convolutional computation one by one and preceded by 

pointwise convolution. It consist of a kernel that iterates 

through every single point. The pointwise convolution is 

used in integration with depthwise convolution to produce 

an effective Convolution called as depthwise separable 

convolution. ResNet stands for Residual Network, a kind 

of Convolutional Neural Network. It uses a concept called 

shortcut connection which skips some of the layers of the 

network by forming a residual network from a regular 

network. 

 

C. CNN-LSTM Algorithm 

Convolutional Neural Network is a deep learning 

algorithm, which is used for speech recognition. CNN uses 

a special approach known as Convolution, that involves the 

mathematical operation of two functions to create a third 

function. Convolutional Neural Network are fed with a 

group of signals to know some basics such as changes in 

frequency and amplitude. CNN has multiple layers, the 

first layer is provided with information. The second layer 

is provided with some recognizable features. By using 

these layer information, CNN decides either the signal has 

frequency change or amplitude change. Long Short Term 

Memory Model is designed to process or handle sequential 

data. The Recurrent Neural Network variant known as 

LSTM is effective in establishing long-term dependencies 

in sequential problem. LSTM creates a memory cell, which 

holds information for certain period of time. The three gates 

used to control the memory cell are Input gate which adds 

information to memory cell, Forget gate which removes 

information from memory cell and Output gate which 

provides output from the memory cell. The LSTM is used 

in combination with CNN for effective recognition of 

speech. 

 

D. Natural Language Processing 

Natural Language Processing is widely used to 

understand and elucidate the human language. The basic 

step performed in NLP is Data pre-processing which helps 

to get better results. This transforms raw data into a format 

that can be understandable by the NLP models. The 

Techniques such as tokenization, word stemming are used 

to resolve incomplete or inconsistent data. Removing 

inconsistent data involves, removing blank rows, stop 

words, non-alpha text, etc., The taken dataset will be split 

into two namely, train and test dataset. The test dataset is 

used to determine whether the model is performing as 

predicted after the model has been built using the training 

dataset. The model can understand only the numerical 

values so the categorical data should be converted. The 

result will be predicted using the Term Frequency and 

Inverse Document Frequency(TF-IDF) method, which 

turns text data into vectors. The two important models used 

in Natural Language Processing are Statistical model and 

Neural Language model. Natural Language Processing is 

popularly used for text recognition. 

 

E. SVM Algorithm 

A supervised learning technique called the Support 

Vector Machine may be utilised to resolve Classification 

and Regression issues. In SVM Algorithm, a decision 

boundary will be created that helps to separate n-

dimensional space into classes. Due to the fact that this 

algorithm’s extreme points are known as support vectors, it 

is known as the support vector machine and the decision 

boundary is known as hyperplane. The basic goal of SVM 

algorithm is to determine the optimum hyperplane with the 

largest margin distance between the closest points of two 

classes. This helps to minimize the error generalization in 

the classifier. An SVM algorithm produces a model that 

determines whether a new example falls into one of two 

classes given a collection of training examples, each 

labelled as belonging to one of two classes. Following that, 

new instances are mapped into the same area and assigned 

to the class according to which side of the gap they fall. In 

this paper, SVM Algorithm is used for both text and speech 

recognition. 

 

F. Naïve Bayes Algorithm 

Naïve Bayes Algorithm is a probabilistic classifier 

which is used for solving classification problems. It is 

called as Naïve because the occurrence of one feature is 

independent of other features and termed as Bayes as it 

follows the principles of Bayes Theorem. To determine the 

likelihood of the hypothesis, apply the Bayes Theorem. The 

Bayes Theorem has the following formula, 

P(R|S) = P(S|R) P(R) 
P(S) 

 
Where, 

P(R|S) is the posterior probability
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P(S|R) is the likelihood probability 

P(R) is the prior probability 

P(S) is the marginal probability 
 

To solve a problem using Naïve Bayes Algorithm, first 

the dataset is converted into frequency tables. Then, by 

using the given features the likelihood table will be 

generated through the probabilities. Finally, the posterior 

probability was calculated using Bayes Theorem. 

 

III. RESULTS AND DISCUSSION 

The goal of this paper is to detect the depression among the 

users using three distinct datasets. First, the input is 

collected in three different forms like text, audio and video. 

The outcomes and performance of the aforementioned 

Machine Learning Algorithms are discussed. The final 

result will be displayed in the web browser as follows, 

 
 
 
 
 
 
 
 
 
 
 
 

For text recognition, a total of 2,468 daily writing 

contributions from 34 psychology students make up the text 

recognition dataset and the system was trained using this 

dataset. With the help of Natural Language Processing, the 

text input will be converted into a vector format and it will 

be compared with the trained model to provide the 

depression level. The result will be displayed in percentage 

with the following psychological traits. They are openness, 

conscientiousness, neuroticism, agreeableness. 

 
 
 
 
 
 
 
 
 
 
 
 
For speech recognition, the data set used for training the 

system contains 24 experienced actors vocalizing two 

lexically-matched sentences in a neutral North American 

accent. With the help CNN-LSTM and SVM Algorithms, 

essential features are extracted from the audio input that are 

indicative of emotions. These features are compared with 

the trained model and the detected depression will be 

displayed as graph with the following traits. They are 

surprise, sad, disgust, happy, fear, neutral and angry. 

For video recognition the dataset contains 48x48 pixel 

grayscale portraits of people and this dataset is used to train 

the system. By using HAAR Cascading Algorithm, objects 

present in the image will be identified. During the image 

processing stage, the facial region and its facial 

components are extracted. This will partition the whole 

image into eye, mouth and auxiliary region. A variety of 

data, including geometric and shape information is taken 

from each area to determine the mood. The result will be 

displayed with some traits like angry, sad, happy, neutral, 

disgust, fear and surprise. 

 
 
 
 
 
 
 
 
 
 
 
 

IV. CONCLUSION 

Depression, a serious mental condition, is characterized by 

the feeling of sorrow, idleness, rage, helplessness and 

pessimism acts as an indicator. Through this project, the 

detection of depression will be performed by collecting 

input in various forms like Text, Speech and Video. The 

analytics will be performed on the selected dataset and it 

will provide some insight. Then by using these datasets, the 

system will be trained. After getting the input, we need to 

detect the emotions by identifying some essential features 

from the gathered input. Then, we apply some algorithms 

like HAAR Cascading Algorithm, NLP Algorithms, SVM 

Algorithm, CNN-LSTM Algorithm, X-ception Model and 

Naïve Bayes Algorithm to accurately detect the depression 

among people. Finally, the depression detected will be 

displayed on the web browser. This system helps the user 

to identify the depression at the earlier stage. 
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