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Abstract— Any system that runs is always be expected to 

experience faults in  different ways. Any change in the physical 

state of numerous components, control machinery, as well as 

environmental factors, might result in these problems. In 

process industries, where prompt detection is crucial in 

maintaining high product quality, dependability, and safety 

under various operating situations, finding these flaws is one of 

the most difficult tasks. The goal of this project is to implement 

several machine learning techniques for fault identification and 

classification in a binary distillation column. A pilot binary 

distillation unit (UOP3CC) is utilized for this purpose. The set 

up is run under normal operating conditions and the real time 

data is collected. Three common faults namely reboiler fault, 

feed pump fault and sensor fault are introduced one at a time 

and the faulty data is collected. These data are then introduced 

in to different machine learning algorithms like Logistic 

Regression, KNN, Naive Bayes, Decision Tree, Gradient 

Boosting, X Gradient Boosting, SVC and Light Gradient 

Boosting for model development. 70% of the data samples used 

for training and 30% of data samples are used for testing. It is 

found the Decision tree algorithm gives the best accuracy 

possible with 99.9%. Using decision tree algorithm, fault 

classification is performed for different datasets and is found 

that the algorithm was able to classify accurately even for new 

untrained datasets. 

 

 Keywords— UOP3CC binary distillation column, Normal and 

faulty data, Machine learning algorithm, Fault classification. 

INTRODUCTION 

A fault is characterised as an abnormal activity that leads the system 

to diverge in an unacceptable way from its intended course of 

operation [3]. Chemical process industries all over the world have 

frequent accidents brought on by system flaws, which have an 

impact on both the plant's performance and system components. It 

is crucial to find flaws as soon as possible to avoid problems like 

plant shutdown and safety concerns [5]. By reducing disruption,   

fault detection in any chemical process will keep the system 

trustworthy and secure. These faults can arise any time, such as 

sudden failure of any equipment at the plant, or evolve over time 

with gradual wear and tear within the process or sensor drift. For 

complex processes like distillation column, fault detection is 

essential for safe and productive operation. These goals can be met 

by contrasting the process actual behavior with a model of typical or 

desirable process behavior. The monitoring of the discrepancy 

between actual processes and those anticipated by the model forms 

the basis for the detection of process problems [5]. The classification 

of faults can be done using the deviation. 

 

Physical model-based, reliability-based, and data-driven methods 

can all be used to find faults. Techniques based on physical models 

rely on mathematical representations of the research objects. The 

reliability-based techniques adapt probability theory and 

knowledge-based statics, but it necessitates system-specific prior 

information [6]. For extremely dynamic and non-linear processes, it 

is inappropriate. Data-driven approaches, on the other hand, simply 

need the prior data for the model training and don't require any prior 

knowledge of the process. This prompted the use of machine 

learning approaches for highly dynamic, nonlinear processes like 

distillation columns [2]. 

 

DATA COLLECTION FROM REALTIME SETUP 

UOP3CC is a computer- controlled distillation column with a 50 

mm periphery that has eight sieve plates and downcomers. A 

temperature detector is erected into each plate and is deposited to 

take an accurate reading of the liquid's temperature. A central feed 

portion divides the columns, which are placed vertically for custom 

liquid/ vapor inflow. The P&ID diagram of a binary distillation 

column is shown in Fig. 1. The distillation column consists of 8 seive 

plates mounted by using the central iron rod. Each 8 seive plates 

correspond of one thermocouples, in order to measure the 

temperature of the column. By using this setup can suitable to handle 

the batch and nonstop process. Corresponding temperature samples 

are collected using the Armfield software. The setup is operated in 

batch mode with distilled water and ethanol fed into the feed tank in 

3:1 ratio.UOP3CC Binary Distillation Column consists of 2 feed 

tanks each of 4 litres capacity. The feed of ethanol water mixture is 

given to the reboiler by using the feed pump with the help of viton 

tube. The feed is given to the reboiler through the centre of the 

distillation column.  
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Fig. 1.  P&ID Diagram of UOP3CC Distillation Column 

The Reboiler power range  is set at 1.15kw and feed pump at  200 

RPM. Before the set up is powered on, the colling water circulation 

around the condenser is ensured so as to avoid overheating and the 

flowrate is set at 3500cc/min. Around 10000 data were collected 

from the set up under normal operation. The data were acquired 

through Armfield software. Three different faults namely faults in 

reboiler, feed pump and sensor were introduced one at a time and 

the faulty data were collected. The data from four temperature 

sensors were collected namely column’s feed tray temperature, 

reboiler liquid temperature, column top temperature and 

temperature of top product/reflux [1] [2] [3].  Data samples were 

grouped as  normal data, reboiler fault data, sensor fault data, feed 

pump fault data. Table 1 explains the types of data samples  

collected. 

TABLE1.  TYPES OF DATA COLLECTION 

 

 
 

 

 

 

 

 

FAULT DETECTION AND CLASSIFICATION 

EXPLORATORY DATA ANALYSIS FOR NORMAL 

AND FAULTY DATA 

 
Fig. 2. shows the count plot indicating total number of counts for 

normal, reboiler fault, sensor fault and feed pump fault [9]. It is 

found that there are 11,238 normal data, 6448 reboiler fault data, 

3037 sensor fault data, 901 feed pump fault data present in dataset. 

 

Strip plot is also used for datasets in order to see the range and data 

distribution of samples for each orders. Fig.3 explains the range and 

data distribution for T9 sample. It is found that  the normal data 

ranges between 40 and 1000C , reboiler fault data ranges between 70 

and 1000C, sensor fault ranges between 10 and 1200C and feed pump 

range between 95 and 100 0C. 

 

The heat map is obtained for collected samples in order to show 

whether it is positive correlation or negative correlation or not a 

correlation [2]. Fig. 4. explains about the correlation between T9, 

T10, T5, T13 in which all have positive correlation.in different 

forms like low positive correlation , medium positive correlation and 

high positive correlation.  

 

 
Fig. 2. Count plot for normal and faulty data 

 

 
Fig. 3. Strip plot for normal and faulty data 

 

 

 



TIJER || ISSN 2349-9249 || © February 2024, Volume 11, Issue 2 || www.tijer.org 
 

TIJERB001030 TIJER - INTERNATIONAL RESEARCH JOURNAL  www.tijer.org 192 
 

 
Fig. 4. Heat map for normal and faulty data 

 

The Bar plot in Fig. 5. show that the data is of  imbalanced type 

which means that all the 4 types of data are not equal in range and 

distribution. It is observed that the normal and faulty data are 

represented by numerical variables. 0 for normal data, 1 for reboiler 

fault, 2 for sensor fault, 3 for feed pump fault. 

 

 

The box plot in Fig. 6 explains the distribution and standard for T9 

samples and also shows the present of outlier [5]. For T9 sample, the 

normal data ranges from 40 to 100 and it has no outliers.  Reboiler 

fault ranges from 70 to 100 and it has no outliers whereas sensor 

fault ranges from 10 to 40 and it has some outlier. Feed pump fault 

ranges between 90 to 100 which has no outlier. From the figure, the 

normal and faulty data are represented by numerical variable like 0 

for normal data, 1 for reboiler fault, 2 for sensor fault, 3 for feed 

pump fault. 

          
Elbow plot is obtained by plotting the graph for number of clustering 

vs Total Variances for each cluster. At the particular point, the curve 

will bend.  This corresponds to the  number of cluster. Fig. 7. 

explains about the number of clustering present in the data samples  

which is almost equal to 4. 

 
Fig. 5. Bar plot for normal and faulty data 

 

Fig. 6. Box plot for normal and faulty data 

 

 

 
Fig. 7. Elbow plot for normal and faulty data 

 

The Silhouette analysis was performed for samples in order to show 

the number of clusters present in the dataset. Table 2 explain about 

silhouette score for each cluster . The silhouette analysis are founded 

by for each cluster the medians are founded based on that  

neighbours are grouped and corresponding scores are displayed[5]. 

Based on the calculation, cluster 4 gives the high score. So it also 

prove that the dataset contains 4 different samples. Fig. 8. shows 

groupings for 4 different samples.  

 
 

TABLE2.  SILHOUTTE SCORE 

 

 

 
Fig. 7. Silhoutte Analysis for normal and faulty data 
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MODEL DEVELOPMENT USING MACHINE 

LEARNING ALGORITHMS 
 

Logistic regression is one form of supervised learning which is used 

to determine or forecast the likelihood that a binary (yes/no) event 

will occur. Figure 8 explains the model accuracy or classification 

score for the datasets in which hyperparameters of the logistic 

regressions are c, penalty, solver, tol etc. The hyper parameters are 

tuned in order to get the precision, recall, f1-score, support scores. 

It shows model accuracy around 69% in which the model is 

moderately trained. 

        

 
Figure 8 Accuracy using Logistic Regression  

 

The Naive Bayes algorithm is based on the Bayes theorem which is 

a supervised learning method for classification issues. Figure 9 

explains about the model accuracy developed by naive bayes 

algorithm which also tells about the precision, recall, f1, support 

scores. It shows the model accuracy around 88.2 % in which the 

model is moderately trained [1]. One of the simplest machine 

learning algorithms, based on the supervised learning method, is K-

Nearest Neighbour. The K-NN algorithm makes the assumption that 

the new case and the existing cases are comparable, and it places the 

new instance in the category that is most like the existing categories. 

A new data point is classified using the K-NN algorithm based on 

similarity after all the existing data has been stored. Figure 10 shows 

the model accuracy and also shows the Accuracy, recall, f1-score, 

support score. It shows the model accuracy of 99.3% in which the 

model is very well trained for KNN algorithm [2]. 

 

  

 
Figure9 Accuracy using Naive Bayes 

 

 

Decision tree, non-parametric supervised learning technique for 

classification and regression is implemented. The objective is to 

learn straightforward decision rules derived from the data features 

in order to build a model that predicts the value of a target variable. 

Fig. 11. shows the accuracy of the datasets and also explains about 

the precision, recall, f1-score, support accuracy. It shows the model 

accuracy of 99.9% in which among 8 algorithms it gives the highest 

accuracy. The model is trained very well [5]. 

 

A machine learning method called gradient boosting is used for 

classification and regression tasks. It provides a prediction model in 

the form of an ensemble of decision trees-like weak prediction 

models. Fig. 12. shows the hyperparameters of gradient boosting 

and model accuracy for datasets. It shows the model accuracy of 

84% . 

 
Figure 10 Accuracy using KNN  

 
Figure 11 Accuracy using Decision Tree 

 

 

 
 Figure 12 Accuracy using Gradient Boosting  

 

 

  

 
Figure 13 Accuracy using Support vector classifier 

 

 

 

 

 
Figure 14 Accuracy using X Gradient Boosting 

 

SVM is also used to solve Classification and Regression problems. 

Fig. 13. explain about the hyperparameter of SVC and Model 

accuracy for datasets. It shows the model accuracy of 97% and in 

which model is trained very well [6] [9]. An efficient and effective 

implementation of the gradient boosting technique is offered by the 

open-source package known as Extreme Gradient Boosting 

(XGBoost). Fig.14. shows the hyperparameter of algorithms and 

also shows the Model accuracy of an algorithms around 91% and it 

is trained very well. 
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The Train With AutoML tool employs LightGBM, a gradient 

boosting ensemble technique that is based on decision trees. 

LightGBM is a decision tree-based technique that may be applied to 

both classification and regression problems. For excellent 

performance with dispersed systems, LightGBM has been specially 

 

 

 

 

 

 
Figure 15 Accuracy using Light Gradient Boosting  

 

 
Figure 17 Fault classification for normal and faulty data 

 

designed. Fig. 15. shows the Hyperparameters of algorithms and 

model accuracy of the algorithms. It shows the model accuracy of  

98% and the model is trained very well. The fault classification can 

be done by using the high accuracy model in which the Decision tree 

algorithm trained model very well with high accuracy. Figure 16 

shows the fault classification for the given Datasets it was done by 

Decision tree algorithm. Figure 16 shows the fault classification for 

the New samples that was not present in the Datasets. 

 
 

 
Figure 18 Fault classification for new normal and faulty data 

 
The comparison between all the implemented machine learning 

techniques is given in Table 6. 

 

TABLE 6 COMPARISION OF MACHINE ALGORITHMS 

 
From the table, it is inferred that among the algorithms, it is found 

that decision tree algorithm  shows better result with 99.8% 

accuracy. 

 

 

CONCLUSION 
The common anomalies that occur in a UOP3CC Binary Distillation 

column was studied. The binary distillation column was run at 

optimized operating conditions and the data were collected (Normal 

data). Three commonly occurring faults  were introduced one at a 

time which constitutes faulty data. Machine learning methods 

namely Logistic Regression, Gaussian Naive Bayes, KNN, Decision 

Tree,  SVM,  Gradient Boosting, X Gradient Boosting, Light 

Gradient Boosting for attaining best accurate model in binary 

distillation column. Finally Decision tree  algorithm was 

implemented on the data sets for detecting and classifying the faults. 

Table 6 shows the accuracy comparison between 8 different 

machine learning algorithms.  
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