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Abstract— Agriculture practices will have a significant impact 

on the well-being of Indian citizens in the future. A sustainable 

food supply can be ensured using machine learning, and 

farmers can stay informed about the most recent weather 

patterns. In a recent study, researchers looked into how to 

discover agricultural yield prediction models using artificial 

intelligence approaches. Because of the nonlinear relationship 

between the input and output variables, the system of 

supervised learning, widely used to evaluate fruits, was 

ineffective. Even though these methods improve the accuracy 

of crop yield prediction, they are expensive. The application of 

ML approaches to predict crop productivity has been 

discovered in an increasing number of studies. This paper 

provides a thorough analysis of the precision of various ML 

models to investigate their efficacy. This study intends to 

investigate how machine learning can be used to forecast crop 

yield. Various machine learning (ML) algorithms such as 

Regression, Decision trees, etc are evaluated based on their 

performance.  
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I. INTRODUCTION 

Agriculture is an important human activity since it 
supplies fundamental necessities such as food, clothes, and 
shelter. Agriculture and related industries such as forestry 
and fisheries contribute 15.4 percent of GDP (gross 
domestic product) and employ approximately 31 percent of 
the labor force[1]. With the increasing population 
specifically in Asian countries, there is a strong demand for 
agricultural products. With such a large number of farmers 
and rising suicide rates, we need to help farmers 
comprehend the necessity of crop prediction and to expand 
their basic knowledge of soil quality and location-wise 
meteorological limits to produce crop yields using a 
technology solution [2]. Sadly, an increasing frequency of 
adverse weather incidents influences agricultural 
productivity. Therefore, the availability of water and 
elements like temperature and air pollution has a big impact 
on agriculture. A single crop failure caused by a flood, a 
lack of soil fertility, a drought, climate change, a lack of 
subsurface water, or other reasons might kill the crop, 
affecting farmers. Currently, there is no commodity farming 
in India [3]. The effects of global warming are worsening 
the situation for farmers, whose crops are routinely ravaged 

by unfavorable weather conditions [4]. The biggest problem 
confronting agriculture today is the rising demand for food. 
It is crucial to have a prediction model to anticipate crop 
production since there are high demands to satisfy 
agricultural demand, maintain livelihoods, and ensure 
economic progress. Farmers and policymakers need reliable 
crop yield estimations to prepare and handle these issues. 
Over the last few years, there has been a lot of analysis on 
predicting crop estimation using machine learning methods. 
ML models can learn patterns from historical data and make 
predictions on new data, providing a valuable tool for 
decision-making in agriculture. Agriculture must be 
monitored and optimized to support a country's food 
security and economic prosperity [5]. Applying more 
fertilizer than necessary causes hazardous ailments in crops 
with increased fertilizer content [6]. Farmers can improve 
agricultural yield output rates when there are unfavorable 
environmental circumstances by employing machine 
learning algorithms. They help harvesters minimize losses 
by identifying the crops that will yield the greatest in a 
specific climate. A model makes use of Support Vector 
Machines (SVMs) to predict crop yield depending on the 
shape, texture, and color of patterns on the infected surface 
[7]. Another study uses neural network models like 
Feedforward neural networks and Recurrent neural networks 
[8]. The study proposed by Tiwari and Shukla used 
Convolutional neural networks (CNNs) to lower crop yield 
prediction error and the relative error rate [9]. Machine 
learning techniques have been used in agriculture to enhance 
crop disease prediction, smart irrigation systems, yield 
prediction, and crop selection approaches. Farmers will gain 
from these ML techniques because they will increase 
productivity while requiring less input. Furthermore, 
improvements in instruments and technology should be 
accurate as they make predictions and decisions based on a 
greater amount of data. This research work examines the 
benefits and drawbacks of various ML-based agricultural 
techniques. The findings of this study will contribute to the 
growing body of research on the use of ML in agriculture 
and provide insights into the potential of ML models to 
improve crop yield prediction. Ultimately, the goal is to 
develop accurate and reliable crop yield prediction models 
that can help farmers and policymakers make informed 
decisions to improve agricultural productivity and food 
security. 
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II. LITERATURE REVIEW 

Tiwari and Shukla [9] utilized CNN to forecast crop 
yield. The difficulty with the current paradigm was that 
agricultural drifts for crop growth were constantly breaking 
down since they were not ideal for environmental elements 
including weather, soil quality, and temperature. The model 
decreased crop yield prediction accuracy while also 
reducing relative error. 

Shreya et al. [10] utilized K-means Clustering and 
Naïve Bayes algorithm for predicting agricultural yield 
estimation. K-means clustering constructed clusters. Based 
on the clustered hypothesis, data kept in clusters enabled 
quick searches in minimal time, which aided the farmers in 
predicting the yield. Predictions are, however, unachievable 
since this model gives a zero probability to each category of 
a variable if it is absent from the training data set. 

Shruti Kulkarni et al. [11] utilized Neural Network. 
This constructed model considered the most relevant 
environmental factors and soil characteristics that impact 
crop development, giving each factor equal weight in the 
outcome prediction. This model produced error rates, and it 
is data-centric. Its precision depends on the dataset. The 
larger the data, the better accuracy. The latest datasets help 
predict real-time fluxes in soil and climate conditions. 

Krutika Hampannavar et al. [12] developed a model 
using Support Vector Machine (SVM)  to forecast the 
quantity of fertilizer intake together with histogram analysis. 
Histogram analysis is used for identifying the lack of 
nitrogen and the quantity of nitrogen fertilizer consumption. 
There is no probabilistic justification for the classification 
because the SVM simply positions data points above and 
below the hyperplane of classification. 

Tanhim et al. [13] utilized Deep Neural Network for 
the crop selection and estimation of agricultural production. 
The study considered the training set as 80% and the testing 
set as 20%  and showed the accuracy and Mean Square 
Error (MSE) of each model. Despite showing better 
accuracy, farmers were trailing behind in their agricultural 
and irrigation processes. 

Suresh et al. [14] utilized K-Means and Modified 
KNN. This study considered factors like area, groundwater, 
and rainfall for the analysis and tested the precision of each 
algorithm. Although it showed better accuracy, only a small 
portion of such high-resolution data is available. 

Versteeg [15] used simple calculations for crop 
production. This study analyses crop yield depending on 
growth rate. This is the oldest approach to crop yield 
prediction and it is not very efficient. This tool is used 
sparingly and is only pertinent in a few unusual 
circumstances. 

Balakrishnan et al. [16] used AdaSVM and AdaNaive 
as the proposed ensemble model for crop production. This 
ensemble model is evaluated with SVM and Naïve Bayes. 
From the findings, it can be inferred that both of the 
proposed strategies have a fair degree of improvement in 
prediction accuracy and a good degree of decline in the 
percentage of classification mistakes. 

Paudel et al. [17] utilize Machine Learning tools. The 
limitation of this study is that it does not identify a specific 
model or set of parameters that may consistently produce 
high performance and instead heavily relies on the ongoing 
measurement of numerous models. 

Tseng et al. [18] utilized IoT for predicting crop yield. 
The created model made use of an IoT sensor device. The 
goal of big data analysis in IoT aimed to examine 
environmental aberrations also to assess and comprehend 
the farmers' crop-growing practices. However, this model 
presented an uncommon distribution if revealed to probable 
threat in soil moisture content, temperature, and air 
humidity. 

III. METHODOLOGY 

The establishment of a crop production estimation 
model is possible through machine learning. In addition to 
estimating yield, this study also analyses the most suitable 
model among several ML models. In this study, we made 
use of agricultural data to predict crop yield in the first step. 
The agriculture dataset was then cleaned up of any noisy 
information. To create a suitable model for predicting crop 
yield, we extracted attributes from the pre-processed data in 
the following step. To keep track of the environmental 
conditions of farming operations, a sensor device was 
created. Data was gathered and analyzed to comprehend the 
techniques farmers employ for growing crops and the 
variables that influence agriculture growth. To evaluate the 
interactions between environmental factors and risks, a 3D 
clustering model which is a circular curve analog to a 
Euclidean space was used, and it arranges data point in a 
circular pattern depending on their closeness to each other. 
However, for the model to operate as intended, proper 
calibration is required. Crop yield was predicted by Tiwari 
and Shukla (2011) using an artificial neural network (CNN) 
and a geographic information system (GIS) [9]. However, 
their model did not perform well with real-time data. A 
fresh technique for estimating crop yields has been created, 
and it can be used with almost any kind of crop. This new 
model is adaptable for use in a range of agricultural 
circumstances and is simple to use. A method for a global 
and local period explanation, and feature extractors offered 
a way to recognise numerous pests and illnesses. This model 
can handle difficult scenarios from a nearby region. Less 
false positives are produced in training as a result of more 
accurate identification.  
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Figure 1: Block Diagram 

Figure 1 pictorially depicts the methodology. The dataset is 

collected and pre-processed to remove missing and null 

values. Then feature extraction is performed on the data. 

Parameters like temperature, rainfall, and soil extract the 

feature. Then we applied ML algorithms like Decision Tree, 

KNN, and so on to predict crop yield. The prediction is 

analyzed using regression then the forecast is displayed. 

IV. PROPOSED MODEL 

In this section, we discuss the precision and 

effectiveness of various Machine Learning models by 

meticulously analyzing the error rates and forecasts crop 

yield based on environmental factors. By taking into 

account a variety of variables, including weather conditions, 

this study also determines and forecasts the region where the 

crop will be grown. Machine learning models can be trained 

on historical data related to crop yield and various factors 

that impact it, such as weather patterns, soil conditions, 

irrigation, fertilization, etc. The trained models can then be 

employed to forecast future crop yields depending on 

current and forecasted conditions. Some of the commonly 

utilized machine learning algorithms for crop yield 

prediction are regression models, Decision trees, Neural 

Networks, and SVMs. The precision of the prediction relies 

on the quality and quantity of data used for training the 

model and the selection of appropriate features. These crop 

yield prediction models can be applied to various crops, 

including cereals, vegetables, fruits, and oilseeds. These 

models can be useful for farmers to make informed 

decisions about crops. 

 

A. Data collection:  

The parameters that could affect crop yield were 

collected. The datasets were collected from various sources. 

It includes rainfall data, temperature data, yield data, and 

pesticide data from the past century.  

B. Data processing: 

The collected data is pre-processed to remove any 

missing or incorrect data points, and to transform the data 

into a format suitable for ML models. This involves data 

cleaning, normalization, and feature engineering. The data 

are cleaned to remove any error or inconsistencies. 

C. Feature extraction:  

Estimating a crop's production is a difficult process that 

depends on a wide range of variables. Temperature, 

precipitation, soil information, humidity, and wind speed are 

a few of these. 

D. Feature selection:  

Relevant features that are most strongly correlated with 

crop yield are selected using statistical and machine learning 

techniques. 

E. LSTM: 

Time-based data can be categorized, processed, and 

forecasted using an LSTM network. 

F. Linear regression: 

Linear regression is used to estimate crop production. 

The collected data is split into two sets called training data 

and testing data. The trained data identifies the strongly 

correlated inputs. The test data was used to find the 

precision of the model. 

G. Decision tree: 

This algorithm creates a tree-like structure that is 

generated from the train and test data. It starts from the root 

of the tree, divides data depending on the feature, and 

produces the result. This model divides the data based on 

feature values into nodes or branches as far as prediction is 

made. 

H. Random forests: 

It is a predictive model. Random forests can examine 

crop growth and biophysical alterations concerning the 

present climatic circumstances. The Random Forest 

algorithm develops numerous decision trees and generates a 

final prediction. This yields success rates of more than 

92.81%. Random forest is an approach that trains data using 

the bagging method. Compared to other popular forms of 

machine learning techniques, random forests often offer a 

better level of precision. This model shows a precision of 

about 91% and is considered to be the most accurate model. 

I. K-nearest Neighbors (KNN): 

Crop production predictions are made using past 

information such as rainfall, temperature, and groundwater 

level. The groundwater level dataset is classified using the 

KNN model is beneficial for analyzing past groundwater 

levels and forecasting future levels. 

J. Stochastic Gradient Descent regression (SGD): 

SGD is a popular optimization technique frequently 

employed in machine learning applications to determine the 

model parameters that best fit the predicted and observed 

outputs. SGD is a variant of gradient descent algorithm. In 

logistic regression, two optimization functions are 

commonly used to locate the most suitable regression 

weights—gradient descent and SGD. These algorithms 

iteratively edit a set of parameters to minimize an error 

function. In a single iteration, the gradient descent algorithm 
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updates the parameters depending on the gradient of loss 

function evaluated on the training data. SGD updates the 

model parameters by randomly selected set of training data 

which then estimates the yield. This algorithm accelerates 

training process. 

V. RESULTS AND DISCUSSION 

Table 1: Dataset sample of features 

 

 

Figure 2: Frequency distribution of various crops 

Figure 2 shows the frequency count of various crops. This 

result was brought by considering several parameters such 

as rainfall, temperature, yield of previous years, and 

pesticide. 

 

 

Figure 3: Analysis using heatmap 

Figure 3 describes the correlation of temperature, rainfall, 

and pesticides by visualizing them in a heatmap. 

 

 
Figure 4: Visual representation using box plot 

Figure 4 illustrates the box plot representation. The yield 

data was plotted in a box plot and it was used to find the 

range of yields and outliers. We visualized the distribution 

of past crop yields to predict future yields. 

 
Figure 5: Visual representation using distribution plot 

Figure 5 represents the distribution plot representation. It is 

used for the same purpose as a box plot. It was used to 

understand the distribution of crop yield and to identify the 

outliers. This is an alternate method of the box plot. 

 

Figure 6: Regression analysis of ML models 

Figure 6 depicts the regression analysis of ML models like 

decision tree, linear regression, SGD, random forest, etc. 

The result also shows the error rates of the ML models from 

which it is evident that the random forest has the lowest 

error rate.  

 

Figure 7: Cross-validation of ML models 
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Figure 7 describes the result of cross-validation. It is used to 

assess the performance of a model. It guaranteed a model’s 

accuracy by recognizing overfitting or underfitting. It 

estimated the performance of each ML model. The data was 

split into a training set and a validation set. The training set 

was used to develop the model and the validation set is used 

to evaluate its performance. 

Table 2: Error rates of ML models 

Model     R2 MSE(tones) RMSE(tones) 

Linear 

regression 

0.71 3307256350 57509 

Decision tree 0.93 815650570 28560 

SGD 0.71 3312405776 57554 

KNN 0.93 770451717 27757 

Random forest 0.95 508539412 24094 

Gradient 

Boosting 

regression 

0.76 2709598138 52054 

Table 2 shows the error rates of R2, Mean Square Error 

(MSE), and Root mean square error (RMSE) in tones. Of all 

ML models, the Random forest has the lowest MSE and 

RMSE.  

 

Figure 8: Analysis of error rates using bar chart 

Figure 8 represents the error rates of each ML model in the 

bar chart. From the result, it is transparent that the Random 

forest has the lowest error rate. 

VI. CONCLUSION AND FUTURE WORK 

In conclusion, our study used various machine learning 

algorithms, including linear regression, decision trees, 

random forest, and SGD, to predict crop yield. The findings 

of this study have important implications for farmers and 

researchers, as they can use this information to optimize 

their farming practices and increase crop yield. This study 

also goes over how an algorithm's output is impacted by 

features and data accessibility. We also provide a list of 

features that although not tested in this study, may be 

pertinent to subsequent research. The findings of this 

research show that the Random Forest algorithm is efficient 

among other Machine Learning algorithms in regression 

analysis. The random forest algorithm showed over 85% 

accuracy rates. Figure 5 depicts regression with the error 

rates of each ML model used in the research. Of all ML 

algorithms, the random forest algorithm showed fewer error 

rates which can be observed in Figure 8. In the experimental 

study, researchers used ML techniques for crop prediction in 

the context of agriculture. We can estimate crop yield 

accurately and open doors for better agricultural practices 

using this technology. Future research can focus on 

additional features such as temperature, soil, humidity, and 

so on to provide more stable and precise estimation models. 

We can assist farmers in increasing their profitability and 

making a positive impact on the world's food security by 

applying ML algorithms to estimate crop yields. 
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