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Abstract: -In order to prevent unintended aeroplane mishaps, 

the proposed system analyses and categories the images to 

determine if they are military aircraft or passenger aircraft. 

Currently, the two vital purpose of aircrafts are civil and 

military. Private, commercial, and government-owned 

aircraft that primarily transport freight and people are 

considered civil aviation. State-owned aircraft used for 

transport, training, security, and defence are included in 

military aviation. One of the most crucial and tedious tasks in 

the realm of remote sensing is addressing aircraft, 

particularly for the busiest airways. To help the airport 

administration, military, and the related other industries, a 

contiguous deepening of artificial intelligence approach 

known as Convolutional Neural Network for aircraft 

recognition is used. 
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I. Introduction 

 

As air crafts are of two types such as civilian and 

military air crafts, it is often difficult to differentiate between 

both which resulted in attacks and accidents of the passengers. 

This is due to the incorrect assumption of a passenger aircraft 

as a military aircraft of another countries.  On the other side, 

the restricted war zones or boundaries remains unsafe to the 

particular region and the military due to the incoming of 

anonymous flights. To solve all these problems, a deep learning 

method called CNN is utilized by taking two predefined models 

such as AlexNet, LeNet and a user defined architecture model 

named UserNet inorder to classify whether it is a passenger 

aircraft or military aircraft using image classification. Different 

parameters are taken into account to train the machine to predict 

the differences between both .This in turn helps the air traffic 

controller to solve the chaos and prevent mis happenings by 

communicating through the transponders 

 

                      II.  Literature Survey 

 

[1] An Adaptive Framework for Optimization and Prediction 

of Air Traffic Management (Sub-)Systems with Machine 

Learning by Stefan Reitmann, and Michael Schultz in 2022 

with gradatim framework is furnished in arithmetical 

modelling .Baseline data for the application region  is 

dependent for authenticating on real statistics[1]. 

[2] Aircraft Detection for Remote Sensing Image Based on 

Bidirectional and Dense Feature Fusion by Liming Zhou ,  

Haoxin Yan in 2021 to enhance the  observation in accuracy 

and fall off in missed discernment YOLOv3 object 

discernment algorithm is not better than network[2]. 

[3] A Multi-Dimensional Goal Aircraft Guidance Approach 

Based on Reinforcement Learning with a Reward Shaping 

Algorithm by Wenqiang Zu  , Hongyu Yang in 2021 it 

provides solution in solving multi goal decision making in 

aircraft gideance but It is unpleasant in frequency changes[3]. 

[4] SCAN: Scattering Characteristics Analysis Network for 

Few-Shot Aircraft Classification in High-Resolution SAR 

Images by Xian Sun , Yixuan Lv , Zhirui Wang and Kun Fu in 

2022 for solving few shot classification problems in SAR 

domain for that framework SCAN is proposed . Experimental 

conclusion are being used to determine the rationality of the 

proposed process[4]. 

 

III.  Existing System 

 

Introducing the scattering characteristics analysis 

network, an unique few-shot learning framework (SCAN). 

First, a scattering extraction module (SEM) is created to 

integrate the target imaging mechanism with the network, 

which uses explicit supervision to learn the quantity and 

distribution of scattering points for each type of target. For the 

tests, a new dataset called the SAR aircraft categorization 

dataset is also created. Second, ASC was created to address the 

issue brought on by the SAR imaging results' susceptibility to 

TAAs. Lastly, we utilize the suggested FEM to make use of 

frequency-domain data. SAR-ACD experiments show that the 

suggested technique is valid. For 5-way 1-shots, the model's 

performance has improved by 4.8%. The drawbacks include the 

fact that VGG and Resnet were not used as classifiers in earlier 

research. 

 

 IV.   Proposed System 

 

Convolutional neural networks (CNNs) is a modern 

and reliable machine learning model that the proposed system 

uses to automatically categorise the identification of military 

aircraft. For each class of input photographs that was classified, 

various aircraft images were gathered. The Convolutional 

Neural Network is the DL technique employed in the study 

(CNN). If the CNN approach is supported by the successful 

identification of military aircraft and addition of additional 

feature extraction methods, it is projected that the success of the 

results acquired would grow. This approach is deployed by 

displaying the prediction results in a local Django web 

application. The CNN algorithm has the benefit of being 

simple. There are more architectures compared. Django was 

used to deploy.
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V. Architecture Diagram 

 

 
 

Fig.1.Architecture diagram

 

The overall working of the project is as follows: First the data 

set is imported which contains the images of the military and 

passenger aircraft images for training and testing. There by, we 

feed the input to  

 

three different architectures of CNN  namely AlexNet, LeNet 

which are predefined and UserNet which is a user defined 

architecture model. As a result, the architecture which produces 

better accuracy among the three is  integrated with the user 

interface using django framework. The user uploads the image 

of aircraft and obtain the result as military or passenger aircraft. 

If it is a military aircraft, the LCD in arduino displays and the 

servo motor rotates with the  laser light on that depicts 

automated firing of illegal aircrafts. 

VI. Algorithm Description 

A CNN stands for Convolutional Neural Network, 

which is a type of neural network that is commonly used in 

image recognition, computer vision, and natural language 

processing. CNNs are particularly effective in image 

processing tasks because they can automatically learn and 

extract meaningful features from the images. 

Overview of how a CNN works: 

Input Layer: The input layer of the CNN takes in the raw image 

data. Each pixel in the image is represented by a numerical 

value, and the input layer is typically a 3D array of pixels 

(height x width x color channels). 

Convolutional Layer: The first layer in a CNN is typically a 

convolutional layer. The purpose of this layer is to extract 

features from the input image. The layer consists of a set of 

filters or kernels that slide over the input image, performing a 

convolution operation that produces a feature map. Each filter 

extracts a different type of feature, such as edges, corners, or 

blobs. 

ReLU Layer: After the convolutional layer, a Rectified Linear 

Unit (ReLU) layer is applied to the feature map. This layer 

introduces non-linearity to the network by applying the ReLU 

activation function to each pixel in the feature map. The ReLU 

function sets all negative values to zero, while leaving positive 

values unchanged. 

Pooling Layer: Reduces the size of the feature map, while 

retaining the most important information. The most common 

pooling operation is max pooling, which involves dividing the 

feature map into non-overlapping regions and taking the 

maximum value within each region. This reduces the spatial 

resolution of the feature map, while retaining the most 

important features. 

Convolutional and ReLU Layers: The previous steps of 

convolution, ReLU, and pooling are repeated several times to 

extract more complex and abstract features from the image. 

Flatten Layer: After several convolutional layers, the feature 

map is flattened into a 1D array. This allows the network to 

make predictions based on the extracted features. 

Fully Connected Layer: The flattened feature map is passed 

through a fully connected layer, which is similar to a traditional 
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neural network layer. The fully connected layer performs a 

linear transformation of the input, followed by a non-linear 

activation function. 

Output Layer: The final layer in a CNN is typically a softmax 

layer, which produces a probability distribution over the 

possible output classes. The class with the highest probability 

is taken as the predicted class. 

 

                VII. Modules Of The Project 

 

UserNet 

 

IMPORT THE GIVEN IMAGE FROM DATASET: 

  Import the image dataset using the Keras 

preprocessing image data generator function. Set the train, test, 

and validation datasets, target size, batch size, and class-mode 

from the data generator function.  

TO TRAIN THE MODULE BY GIVEN IMAGE 

DATASET: 

Train the dataset using a classifier and fit generator 

function by adding layers of CNN. We make training steps per 

epoch, then total number of epochs, validation data and 

validation steps using this data we can train our dataset. 

 

AlexNet: 

 

The design of AlexNet comprises of  

 5 convolutional layers,  

 3 max-pooling layers,  

 2 normalization layers,  

 2 fully connected layers, and  

 1 softmax layer.  

Input Layer: The input layer of AlexNet takes in a 227x227 

RGB image. 

The first convolutional layer filters the input image 

with a 11x11 kernel size, followed by a ReLU activation 

function and a max-pooling layer. The second convolutional 

layer filters the output from the first layer with a 5x5 kernel 

size, followed by a ReLU activation function and a max-

pooling layer. The third, fourth, and fifth convolutional layers 

have the same structure as the second layer. 

After the five convolutional layers, AlexNet has three fully 

connected layers. The first two fully connected layers have 

4,096 neurons each, and the third fully connected layer has 

1,000 neurons (corresponding to the 1,000 classes in the 

ImageNet dataset). Then followed by a ReLU activation 

function, except for the last one, which is followed by a softmax 

function to generate the class probabilities. 

To be precise, AlexNet takes an input image and passes it 

through several convolutional and pooling layers, followed by 

several fully connected layers, in order to provide a probability 

distribution over output classes. 

 

LeNet: 

LeNet is a compact deep learning network that consists of 

fundamental modules such as convolutional layer, pooling 

layer, and fully connected layer. It serves as a cornerstone for 

other deep learning models. LeNet5 improves our 

comprehension of the convolutional layer and pooling layer via 

example analysis. 

Convolutional Layers: The input image is convolved with 

learnable filters in the convolutional layer to extract features. 

The output is a feature map. In your project, the features 

extracted could include the shape, size, and features unique to 

military or passenger aircraft. 

Pooling Layers: The feature map is down-sampled by pooling 

the maximum value from each window in the pooling layer. 

The output is a pooled feature map with reduced dimensions. 

This helps to avoid over-fitting and makes the model 

computationally efficient. 

Fully Connected Layers: The pooled feature map is flattened 

and fed to the fully connected layer. This layer learns to map 

the features to a set of output classes. In your project, the output 

classes could be military aircraft or passenger aircraft. 

Softmax Layer: The output of the fully connected layer is 

passed through a softmax function to obtain the class 

probabilities. The predicted class is the one with the highest 

probability. 

               

Deploy 

 

Deploying the model in Django Framework and classifying 

output 

This module converts the trained deep learning model to 

a hierarchical data format file (.h5 file). followed by deploying 

the model in Django Framework to provide a better user 

interface. Finally, classify the output using the deployed model. 

 

VIII.  Block Diagram 

 

Fig.2. Block diagram 
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A hardware setup is attached which contains an 

Arduino connected to the LCD, laser light and a servo motor. 

A RS232 cable is used to connect the hardware and software. 

A power supply wire is also connected in order to make the 

Arduino work. Here, when the result shows as a passenger 

aircraft, no action takes place except for the display in the LCD 

as passenger aircraft. But if the result is a military aircraft, then 

the servo motor that is attached with the laser light blinks and 

rotates for about 180 degeree portraying the action of 

automated firing of the illegal military air crafts that enters the 

restricted area. 

         IX. Implementation  

The user interface integrated with django framework 

is used to get the input from the user as a image. 

      

               
 

  Fig.3.Screenshot1 

Once the image is uploaded from the test data set, click on the 

result button to obtain the classification output. 

 

 
 

Fig.4 Screenshot2 

 

 
 

   

Fig.5.Screenshot3 

 

Once the result is displayed as military aircraft , the LCD 

displays the same in the Arduino setup and the servo motor 

rotates with the laser light which depicts the mechanism of 

automated firing. 

 

 
 

   

Fig.6. Output 

 

  

  X.CONCLUSION 

 

In proposed system, a research to classify military 

aircraft or passenger aircraft images using deep learning 

techniques was developed. This is a complex problem that has 

already been approached several times with different 

techniques. While good results have been achieved using 

feature engineering, this project focused on feature learning, 

which is one of DL promises. While feature engineering is not 

necessary, image pre-processing boosts classification accuracy. 

Hence, it reduces noise on the input data. Nowadays, military 

aircraft or passenger aircraft detection software includes the use 

of feature engineering. A solution totally based on feature 

learning does not seem close yet because of a major limitation. 

This, military aircraft or passenger aircraft classification could 

be achieved by means of deep learning techniques.  

 

  XI. FUTURE WORK 

 

Following these guidelines will help the network's 

accuracy and generalisation further improve. The foremost 

suggestion is to make use of the entire dataset while optimizing. 

The most aptable methology to implement is the batch 

optimization huge datasets. The other method is to evaluate 

military aircraft or passenger aircraft one by one. This can lead 

to detect military aircraft or passenger aircraft which are very 

tedious to categorize. Finally, using a larger dataset for training 

seems beneficial. However, such a dataset might not exist 

nowadays. Using several datasets might be a solution, but a 

careful procedure to normalize them is required. Finally, using 

full dataset for training, pre-training on each military aircraft 

and passenger aircraft and using a larger dataset seem to have 

the possibility to improve the network’s performance. Thus, 

they should be addressed in future research on this topic. 
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