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Abstract—Students academic performance has the potential to 

be revolutionised by machine learning and data science in the 

realm of education which can understand and predict the 
performance of student. By analyzing historical data, educators 
can gain insights into the factors that influence student success 

and use this information to develop tailored learning strategies. 
The objective of predicting undergraduate student performance 

using machine learning algorithms was looked into in this study. 
The classification methods of support vector machines, decision 

trees, random forests, and logistic regression were all tested. The 
key factors that were found to influence student performance 

included study hours, internet usage, and hours of sleep. These 
results imply that data science and machine learning can play a 

significant role in enhancing student learning and ensuring their 
academic success. Further investigation is required to completely 

comprehend the potential utilization and generalizability of these 
methods in various educational environments.  

Index Terms—Logistic Regression, SVM, Decision Tree, 
Ran-dom Forest, Voting Classifier 

 
 

 
struggling students, leading to a better learning 

experience for all students.  
Machine learning algorithms are also highly effective in 

analyzing large amounts of data and identifying patterns that 

may not be visible to humans. This results in more precise 

projections of student performance and a great understanding 

of the unique needs of each student. Machine learning algo-

rithms that predict student academic success have significant 

potential to enhance overall learning and close the 

achievement gap. Utilizing machine learning methods allow 

educators to intervene early and provide targeted support to 

students who may be struggling, leading to a better learning 

experience for all students. The ability to analyze large 

amounts of data and identify patterns that may not be 

noticeable to humans leads to more accurate predictions and a 

better understanding of individual student needs. 
 

I. INTRODUCTION  
Predicting student academic performance is a vital aspect of 

education that has the potential to greatly benefit students, 

educators, and the overall learning experience. These results 

simply that data science and machine learning can play a 

significant role in enhancing student learning and ensuring 

their academic success, as they are capable of analyzing vast 

amounts of data and identifying patterns that might not be 

noticeable to humans. With the capacity to predict student 

performance, teachers can spot students who could be in risk 

of falling behind and give them the individual assistance they 

need to succeed. This can greatly improve the overall learning 

experience for students and the achievement gap between 

high- and low-performing students be closed. By Intervening 

early, educators can provide additional support to 

 
II. RELATED WORKS 

 
It has been discovered in the study that student-centric 

learning has been greatly beneficial in enhancing the learning 

experience for students. The support of data mining applica-

tions, through the early detection of low-performing students, 

has aided instructors in optimizing their educational strategies 

and keeping the students motivated [1]. The historic results of 

a course were utilized in the evaluation of accuracy in student 

success. Several classification algorithms were tested and 

linear discrimination analysis was found to be the most 

accurate [1].  
The use of TMS data in predicting academic performance 

was investigated. Multiple machine learning models were 

applied and the best model was found to be the linear SVM 

model [2]. The importance of different TMS items in making 
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predictions was also explored and two items were identified as 

the most important. Further research is suggested to include 

more data and explore the potential use of other features and 

classification models to improve prediction accuracy [2].  
Decision Tree and Random Forest are compared as classi-

fication techniques were employed to predict academic per-

formance of students. The findings show that Decision Tree 

performed better than Random Forest in terms of effectiveness.  
[3]. A variety of factors affecting students’ learning 

behavior were revealed through the experiments, such as 

the influence of spending time with friends or family. The 

findings of this study can be utilized for students’ learning 

behavior evaluation, as a reference for lecturers and 

parents, and as a basis for further studies that involve 

expanded datasets and more classification techniques [3].  
Based on students academic success and first semester 

grades, a machine learning model was created to predict the 

success of students at the end of their first year in university. 

[4]. The implementation of the model was able to 

accurately predict whether a student would pass or fail 

their exam with 87% accuracy. Further exploration and 

improvement of the model could be conducted to 

increase its accuracy and usefulness [4].  
The focus was on predicting the future success of students in 

distance learning systems through analysis of data generated by 

learning management systems. Support vector machine and 

logistic regression are two classifiers, were used with features 

selected through the gain ratio feature selection method [5]. The 

findings demonstrated that the primary influences on academic 

grades were student satisfaction, system interaction, and 

punctuality in class, and that the support vector machine technique 

utilising sequential minimal optimization was better suited to 

predicting future performance [5].  
This study highlights the significance of data mining in 

educational institutions and its potential to improve students’ 

performance through effective decision making [6]. The results 

from this experiment, using five classifiers in WEKA, indi-cated 

that among the classifiers tested, Multilayer Perceptron 

performed the best. Future work could include an expansion of 

the dataset and the exploration of other, strategies for data 

mining like association and clustering [6].  
The data classification is a useful data mining technique for 

knowledge discovery in predicting students’ performance in 

exams [7]. The experiments conducted on popular decision 

tree classifiers revealed the best classifier for predicting stu-

dents’ performance in the First Year of engineering exams. 

The outcomes demonstrated that the FAIL class had a high 

true positive rate of 0.786 for the C4.5 decision tree algorithm, 

indicating that it can effectively identify students who are likely 

to fail. This can be beneficial for proper counseling to improve 

their results. Machine learning algorithms like the C4.5 

decision tree can be applied to student data to produce short 

and accurate predictions for incoming students [7].  
It has been demonstrated through experiments that the 

proposed GBDT algorithm, which is capable of incremen-

tally updating the classification model built upon GBDT, 

is able to achieve improved model building/updating time while 

retaining the same classification accuracy compared to the 

straightforward GBDT method. Further testing in real-world 

applications and adaptations to the Spark distributed 

computing platform for efficiency improvement, as well as the 

suitability for transfer learning, are planned as future work [8].  
Students pursuing bachelor’s and master’s degrees had 

their academic performance predicted using both the fuzzy 

genetic algorithm and the decision tree algorithm. The decision 

tree algorithm identified a higher number of students at risk, 

leading to increased attention from lecturers for better results 

in final exams [9]. The fuzzy genetic algorithm, on the other 

hand, resulted in more students being classified as passed 

and provided a mental satisfaction for these students. This 

created a friendly environment between professors and 

students, which led to respected businesses hiring 

knowledgeable students, leading to a secure future for 

students and prestige for the institution [9].  
To predict students academic performance prior to ad-

mission or promotion to higher courses in an academic, an 

intelligent decision support system (IDSS) was created  
[10]. A decision tree-based technique called Logistic Model 

Trees (LMT) was used to understand the association between 

attributes and grades after key performance-influencing fac-

tors were determined through a subjective process. A real-

world dataset was used to test the suggested model with a 

predictive accuracy, providing guidance for parents, education 

institutions, and students to make informed decisions about 

continuing or quitting a program [10]. 

 

III. METHODOLOGY 

 

A. Data Collection 
 

Recently conducted a study in which the collected data from 

students of different departments using Google Forms and 

Google Sheets. Our goal was to predict the performance of 

individual students and determine whether they would pass or 

fail their courses. To gather the data, a survey was created 

using Google Forms and distributed it to students from a 

variety of departments. The survey included questions about 

the students’ study habits, course workload, and other factors 

that believed to impact their academic performance. Once the 

data was collected, it was entered into Google Sheets and 

began analyzing it. Each student’s performance was 

accurately predicted after carefully examining the data.  
In many cases, our predictions matched up with the 

actual outcomes, which suggests that our methodology was 

effective. In conclusion, our study shown that it is feasible 

to estimate each student’s performance using information 

gathered via Google Forms and Google Sheets. Although 

there are undoubt-edly additional factors that might affect a 

student’s academic success, our results indicate that these 

tools can be helpful in identifying students who may be at 

risk of suffering in their courses. 
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B. Data Description 

 
TABLE I  

DATA DESCRIPTION 

 
Feature Data Type Description 

Gender Binary 
Students gender: 
”0” - female or ”1” - male   

Age Numeric 
Student’s age 
(numeric: from 18 to 23)   

SSLC Numeric Percentage (numeric: 0-9) 
Plus Two Numeric Percentage (numeric: 0-9) 

Relationship Binary 
Binary: 
”0” - committed or ”1” - single   

  Binary: 
Annual Income Binary 1 - ”above one lakh”, 

  0 - ”below one lakh” 
Frequent 

Binary Binary: yes ”1” or no ”0” 
Sickness   

  Assignment submission 

Assignment 
 status numeric: 

Numeric 1”after the deadline” , 
Submission  2”deadline”,   

  3”before the deadline” 

Self Learner Binary Binary: yes ”1” or no ”0” 
  Study time 
  (numeric: 0 to 30 minute, 

Study Hour Numeric 
30 minute to 1:00 hr, 
1:00 to 2:00 hr, 2:00 to 3:00 hr,   

  3:00 to 4:00 hr, 

  4:00 to 5:00 hr,5:00 to 6:00 hr) 

PCM Numeric Percentage (numeric: 0 -9) 
  Sleeping hour 
  (numeric: 0 to 1:00 hr , 

Sleep Hour Numeric 1:00 to 2:00 hr, 2:00 to 3:00 hr, 
  3:00 to 4:00 hr, 4:00 to 5:00 hr, 

  5:00 to 6:00 hr, 7:00 to 8:00 hr,) 
Interest in 

Binary Binary: yes ”1” or no ”0” 
B. Tech Studies   

  Reels spending time 
  (numeric: 0 to 30 minute, 

Insta Reels 
Numeric 

30 minute to 1:00 hr, 

Spend 1:00 to 2:00 hr,  

  2:00 to 3:00 hr, 

  3:00 to 4:00 hr, 4:00 to 5:00 hr>) 

Activities Binary 
Extra-curricular activities 
(binary: yes or no)   

Exam Fear Binary Binary: yes ”1” or no ”0” 
Study 

Numeric 
Numeric(1 -”day” , 

Preparation 2- ”week”,3 ”month”)  

Programming Binary 
Programming interest 
(binary: yes ”1” or no ”0”)   

 

C. Classification Algorithms 
 

1) Logistic Regression: One of the machine learning tech-

niques for predicting student academic achievement is logistic 

regression. It is a statistical method used to predict a binary 

outcome (yes/no, pass/fail, etc.) based on one or more inde-

pendent variables. In the case of student performance analysis, 

the binary outcome would be whether a student passes or fails a 

course, and the independent variables could be factors such as 

study hours, internet usage, and hours of sleep. 
 

In Logistic Regression, the relationship between the depen-

dent variable (student performance) and independent variables 

(study hours, internet usage, and hours of sleep) is modeled 

using a logistic function. In order to predict the student’s 

performance, one can use the logistic function’s output of 

a probability between 0 and 1. To enhance the model’s 

fit to the data, the logistic regression algorithm modifies 

the independent variable coefficients.  
The use of Logistic Regression in student performance 

analysis provides valuable insights into the factors that impact 

student performance. By examining the coefficients of the 

independent variables, educators can determine which factors 

have the greatest impact on student performance and use that 

information to make targeted interventions. The results of 

Logistic Regression can also be used to identify students who 

are at risk of failing and provide them with targeted support to 

improve their performance.  
2) Support Vector Machine: Support Vector Machines 

(SVM), a type of machine learning technique, is used for 

classification and regression analysis. SVM can be used to 

evaluate a huge amount of student data and spot trends in 

performance when predicting student academic success. Once 

future performance is predicted using this data, instructors can 

identify students who may be at danger of falling behind.  
The support vectors, or data points nearest to the border, 

are used by SVM to create a boundary that divides the data 

into multiple classes. SVM then uses this boundary to classify 

new data into the correct class. In the context of student 

performance prediction, this means that SVM can analyze a 

student’s previous performance data and classify them as a 

high-performing or low-performing student, allowing educa-tors 

to provide targeted support accordingly.  
The use of SVM in student performance prediction holds 

great promise for improving the overall learning experience 

and closing the achievement gap. SVM’s ability to analyze 

large amounts of data and identify patterns that may not be 

noticeable to humans leads to more accurate predictions 

and a better understanding of individual student needs.  
3) Decision Tree: A strategy for supervised learning for 

classification and regression analysis is the decision tree algo-

rithm. In student performance prediction, the decision tree is 

trained on a set of input features and the corresponding target 

variables (student performance). The algorithm then creates a 

model of choices and results that resembles a tree and can be 

used to forecast student performance.  
Each internal node of the tree represents a decision based on 

one of the input features. The branches from the node represent 

the possible consequences of the decision, and the leaf nodes 

represent the predicted target variable (student performance). By 

following the decisions and consequences, the decision tree can 

predict student performance for new data. The decision tree 

algorithm is particularly useful in student performance prediction 

because it can handle non-linear relationships be-tween input 

features and the target variable, and it is easy to interpret and 

understand. Additionally, it can handle both categorical and 

numerical data, making it versatile for a wide range of student 

performance data. 
 

Another advantage of the decision tree algorithm for stu-

dent performance prediction is its ability to handle missing 

values in the input features. In real-world scenarios, student 

performance data may not always be complete, and some 
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features may have missing values. Decision trees can 

handle such missing values by using statistical 

measures such as mean or median imputation, which 

replace missing values with the average or median 

value of the available data for that feature. This enables 

the algorithm to continue training and making predictions 

even with incomplete data, making it a valuable tool for 

student performance prediction in practical applications.  
4) Random Forest: Using a machine learning process called 

Random Forest, numerous decision trees are built, and the results 

are used to predict student academic success. Each subset of 

characteristics is chosen at random, and a decision tree model is 

trained on each subset. The outputs of all the decision trees are 

then combined to make a final prediction. 

Random Forest reduces the overfitting that often occurs in 

decision trees by combining the results of multiple trees, which 

reduces the variance in the predictions. This leads to more 

robust and accurate predictions of student performance, which 

can be used to provide targeted support to struggling students 

and improve the overall learning experience.  
Another advantage of the Random Forest algorithm for 

student performance prediction is its ability to identify the most 

important features for predicting student performance. 

Random Forest calculates a measure of the importance of 

each feature in the model, which can be used to prioritize 

interventions and support for students based on the factors 

that have the greatest impact on their academic success. This 

can help educators and policymakers make more informed 

decisions about resource allocation and intervention 

strategies, leading to better outcomes for students. Overall, 

Random Forest is a powerful machine learning technique that 

can be used to improve student performance prediction and 

support the success of all learners. 
 

D. System Framework 
 

The Fig. 1 outlines the process of building and deploying a 

machine learning model using different algorithms. It all starts 

with the initial dataset that will be used to train the model. A 

subset of the dataset, known as the train dataset, is selected 

to train the machine learning model. The accuracy and 

effectiveness of the trained model are tested on another 

separate subset of the dataset known as the test dataset.  
Various machine learning algorithms such as Support 

Vector Machine, Logistic Regression, Decision Tree, Random 

Forest, and Voting Classifier can be used to train the model. 

Support Vector Machine is a commonly used algorithm for 

classifi-cation and regression analysis, while Logistic 

Regression is often used for classification analysis. Decision 

Tree works by creating a tree like model of decisions and their 

possible consequences, while Random Forest is a collection of 

decision trees used for classification, regression, and other 

tasks. Voting Classifier is an ensemble learning algorithm that 

combines the predictions from multiple algorithms to improve 

the accuracy of the final result.  
The next step is building the model by training it using the 

selected algorithm and the train dataset. Once the model has 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1.  System Framework Flow Chart  
 

 
been built and tested, it can be deployed for use in prediction 

and analysis. However, it is important to note that the accuracy 

and effectiveness of the machine learning model depend on 

the algorithm and dataset used. The process stops when the 

model is built and deployed for use. 

Data Collection : The process of creating a machine 

learning model requires the collecting of data as a crucial 

stage. It involves gathering and acquiring the data that will be 

used to train and test the model. This data can come from a 

variety of sources, such as databases, web scraping, or user 

input. Once the data has been collected, it is important to 

perform data preprocessing. This involves cleaning and 

preparing the data for use in the model. Data preprocessing 

can include tasks such as filling in missing values, normalizing 

numerical data, and encoding categorical data.  
Training and Testing: The data must then be divided into a 

training dataset and a testing set as the next stage. The test set is 

used to assess the model’s performance after it has been trained 

on the train set. It is important to have a separate test set to make 

sure the model is not overfitted to the training data. Once the data 

has been collected, preprocessed, and split into 
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a train set and test set, it is time to build the model. There 

are several types of models that can be used, such as 

support vector machines (SVMs), logistic regression, 

decision trees, and random forests. Each type of model has 

its own strengths and weaknesses, and the appropriate 

model will depend on the specific problem at hand. Once 

the model has been built and trained on the train set, it is 

time to deploy it. This involves making the model available 

for use in real-world applications, such as predicting 

outcomes or classifying data. Deployment can involve 

integrating the model into an existing software system or 

building a standalone application that utilizes the model.  
In summary, building a machine learning model involves 

several steps, including data collection, data preprocessing, 

splitting the information into a test set and a train set, building 

the model, and deploying the model. Each of these steps is 

crucial to creating a successful machine learning system.  
System with Voting Classifier: Use a voting classifier in the 

process of building a machine learning model, the outcome 

would depend on the specific classifiers that are using and 

how well they perform on the training and test data. If the 

individual classifiers are able to make accurate predictions on 

their own and their predictions are reasonably consistent with 

each other, then the voting classifier may be able to make 

more accurate predictions than any of the individual classifiers. 

However, if the individual classifiers have poor performance or 

their predictions are highly inconsistent with each other, then 

the voting classifier may not provide any improvement over the 

individual classifiers. 
 
E. Model Improvement 
 

1) Voting Classifier: A Voting Classifier is an ensemble 

learning method that combines multiple base models to 

form a prognosis with more accuracy. In the context of 

student performance analysis, a Voting Classifier can be 

used by combining multiple base models that use different 

algorithms to predict student performance. By adding 

together the results of the base models’ forecasts and 

casting a majority vote, the final prediction is determined. 

This helps to address the limitations of individual 

algorithms and reduce the risk of overfitting. The use of a 

Voting Classifier in student performance prediction can lead 

to a more robust and accurate prediction, improving the 

overall learning experience and closing the achievement 

gap between high- and low-performing students. 
 

IV. IMPLEMENTATION 
 

Data collection, preprocessing, and modelling are steps 

in the machine learning process used to evaluate student 

academic performance. The data collected contains various 

features of students such as attendance, marks, age, 

gender, etc. These features are converted into numerical 

values using python libraries such as numpy, pandas, and 

seaborn for data preprocessing and visualization. 

Machine learning techniques are used to examine the 

student performance once the data has been preprocessed. 

Logistic regression, SVM, decision trees, and random 

forests are some of the techniques employed in this 

investigation. These models are trained and evaluated 

using K-fold cross-validation, and the effectiveness of 

the models is assessed using the analysis of the 

findings. The voting classifier is also used to combine 

the predictions of multiple models to increase accuracy. 
 

Model Deployment: The final step in the student academic 

performance analysis process is deployment. The models are 

deployed using streamlit and joblib libraries to create an 

interactive web application for accessing the models. The 

joblib library is used to store the trained models, and streamlit 

is used to create an interface for accessing the models. This 

allows users to easily access the models and make predictions 

about student performance. 
 

Using machine learning to evaluate student academic 

perfor-mance is a challenging procedure that necessitates 

a thorough understanding of data analysis and machine 

learning tech-niques. The use of python libraries and 

techniques such as k-fold cross-validation, voting classifier, 

and model deployment allows for accurate predictions 

about student performance. The final result is a user-

friendly web application that provides insights into student 

performance and helps predict future performance. 

 
 
 
 

 

V. RESULT AND DISCUSSION 
 
 
 
A. Perfomance Matrices 
 
 
 

 
TABLE II  

PERFOMANCE MATRICES 

 
Model Name Precision Recall F1-Score 

Logistic Regression 0.88 0.88 0.88 
Support Vector Machine 0.81 1 0.9 

Decision Tree 0.75 0.66 0.75 
Random Forest 1 0.88 0.94 
voting classifier 0.91 0.91 0.91 

 

 

The precision, recall, and F1 score for the logistic 

regression model were all 0.88. The SVM model showed 

0.8 precision, 1 recall, and 0.9 F1 score. The decision tree 

model’s accuracy, recall, and F1 score were all 0.75. 

Another SVM model achieved an F1 score of 0.94, a 

precision of 1, and a recall of 0.88. The precision, recall, 

and F1 score for the voting classifier model were all 0.91. 
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Fig. 5.  Decision Tree  

 
 
 
 
 

Fig. 2.  Classification Perfomance Matrices 

 

 

B. Confusion Matrix  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3.  Logistic regression  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4.  Support Vector Machine 

 
The findings from the study suggest that data science and 

machine learning techniques can provide valuable insights into 

student academic performance and help to identify areas for 

improvement. Key factors found to be important in the 

prediction were study hours, internet usage and hours of 

sleep. However, the limitations of the study, including the small 

sample size and specific educational context, should be 

considered in interpreting the results. Further research is 

needed to explore the generalizability of these findings and the 

 
 
 

 
Fig. 6.  Random Forest 

 

 

potential applications of these techniques in other 

educational settings.  
The use of data science and machine learning techniques in 

education has raised concerns about student privacy and data 

security. To address these concerns, it is crucial to implement 

robust data governance policies that safeguard student data 

and ensure that it is used only for its intended purposes. It is 

also essential to ensure that students are informed about the 

use of their data and have the right to opt-out if they choose to 

do so. By adopting a transparent and ethical approach to data 

science and machine learning in education, can harness the 

power of these technologies to enhance student learning and 

promote academic success. 
 

VI. CONCLUSION AND FUTURE WORK 
 

There are many advantages for the educational system in 

using machine learning algorithms to predict student academic 

performance. By accurately predicting a student’s perfor-

mance, teachers can identify and help those who might be at 

risk of falling behind, enhancing the entire learning process 

and narrowing the achievement gap between high- and low-

performing students. Utilizing technology and study tools, such 

as machine learning, can also assist students in learning about 

computers and enhance their educational experience. With a 

clear understanding of the factors that impact student 

performance, and the use of a large, diverse dataset, the de-

velopment of predictive models can enable educators to make 

accurate predictions about student success, identify and 

correct performance faults, and ultimately help students 

achieve their academic goals. 
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Future work in the area of utilising machine learning 

techniques to predict student performance may examine 

new and reducing methods to increase prediction accuracy. 

An-other area of focus could be expanding the scope of 

data analyzed to include a wider range of factors that 

impact stu-dent performance, such as socio-economic 

status and learning environment. Additionally, exploring 

ways to incorporate the predictions generated by these 

algorithms into educational practices and decision making 

can also be an important aspect of future work. 
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