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Abstract - Over the past few years, machine learning system methods can play a major role in particularly applying risk minimization 

methods to an increasing design of systems.  Crime plays a panic role in society because it is very risky in human life. It is reasoned to 

identify the risk of crime from existing, that the availability of learning methods has been a curtail factor in the recent success of 

crime rate applications.  This paper proposed crime risk minimization techniques using machine learning methods based on inductive 

principles. Typically, in machine learning models, a summed-up model should be chosen from limited group datasets with the 

subsequent issue of overfitting the singular's way of behaving is perceived and broken down with statistician science since exercises 

or association are taking a converging individual security and rundown of their clients is the model turning out to be too firmly 

customized disposition of the preparation set and sum up simply to new information.  The standard location of this issue is by 

adjusting a model's intricacy against its prosperity at fitting the preparation information. 

 

Index Terms - Machine Learning, Structural Risk Minimization, Cluster, Security, etc. 

I. INTRODUCTION 

A cluster is a collection of things that are similar to the same class. In further words, the correlated things are clustered in one cluster, 

and dissimilar things are collected in the alternative cluster. Clustering is the technique of producing a set of abstract objects into 

classes of parallel things. A cluster of data things can be frozen as one group although in doing cluster analysis; Initially partition the 

set of data into clusters based on data similarity and then allot the labels to the clusters. The focal benefit of clustering over 

classifications is that it is flexible to changes and helps single out useful features that distinguish different groups. Clustering analysis 

is approximately used in many applications such as outline data analysis, and machine learning. It can also support discovering 

distinct clusters in their crime base. They can describe their crime person’s clusters based on the patterns. In the field of criminology, 

facts can be used to arise criminal data with similar functionalities and gain insight into structures essential to people. Clustering also 

supports the credentials of zones of similar land usage in a ground reflection database. It also supports the credentials of clusters of 

patterns in a city. It can also help in classifying the data on evidence detection. It is also used in outlier detection applications such as 

the detection of deception. By way of a Data mining function, cluster analysis serves as a tool to gain insight into the distribution of 

data to observe the appearances of each cluster.  Most data mining techniques would cluster crime data differently than statistical.  If 

applied K-Means to the same data Modeler would provide a different result from the Statistics' K-means tool.  If have access to 

Modeler and may find it enlightening to use the 'auto clustering’ feature.  The cluster tool will run multiple algorithms against the 

data.  We can then look at the fit of each algorithm. It can use good analytic practices then we can use a model subset of the data, and 

test the goodness of fit. To run the different data sets in the same manner. It is a good way to get a feel for how the different 

algorithms work with different datasets. Annotation is the difference between supervised and unsupervised machine learning. It is to 

understand to mathematics is important, as understanding how to model data and how to run an analysis. 

II. ABSOLUTE ERROR CRITERION 

The squared error criterion has one significant drawback. It is heavily affected by the presence of (data points with extreme values) in 

the dataset.  The distance of an outlier point from its cluster will be quite large.  The square of this distance will be even larger.  To 

avoid the above drawback, squaring the distances of points from their cluster centers can be avoided.  The resulting measure is known 

as the absolute error criterion. It is expressed as 

𝐸 = ∑ ∑ 𝑑(𝑝,

𝑝𝜖𝐶

𝑁

𝑖=1

𝑝�̅�) 

Where d is the distance function and 𝑝𝑖  is the center of the cluster Ci. This measure of the clustering quality is relatively immune to 

the presence of outliers. 

III. STRUCTURAL RISK MINIMIZATION 

Structural Risk Minimization (SRM) is a learning model to fit a moral simplification concert over an input cluster data set.  The input 

data set is considered as.  It is to produce a label fit model of capacity with tradeoff space complexity for training input clusters. The 

quality of the fitting model will be generated as 

a. Overwhelming a priori familiarities of the field, select a class function with multinomials of step N, neural networks taking N 

hidden layer neurons, a customary of keys with N nodes, or fuzzy logic models overriding N rules. 

b. Split the class of function having a sub-class functions hierarchy of draw close subgroups in the directive of increasing 

complexity. 

c. Perform observed risk minimization on each subset. 

d. Select a model in the succession of empirical risk and VC self-confidence is nominal. 
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Fig. 1.  Feature Extraction for Input Data and Predicted Data 

 

The structural risk minimization model is a rule that is at least partially 'used' in all machine-learning approaches, meanwhile 

overfitting is often to be occupied into class: reducing the complexity of the model is a moral mode to edge overfitting. 

 To clearly have a limit for the complexity and it is essential because increasing the complexity is one of the parts of the 

classification learning procedure. 

 Take an informal stick of their complexity and are part of the study to the related procedure. 

 Without this principle, the parsing implication would stand for both stupid and perfect syntax is a list of all likelihood words, 

so all non-trivial algorithms having minimum acknowledges this principle parsing. 

 Decision trees form their particular notion of entropy. 

 Clusters can be simply counted or kind of 'use' the principle intrinsically or have a fixed number of clusters and in that case, 

you apply the principle at a higher level.  

IV. RISK MINIMIZATION PROCESS   

The main objective of knowledge is typically to invent a new model which carries a decent simplified presentation and concluded a 

basic circulation of the data. Study a contribution input space is X and output space is P.  

Take up the pairs (X × P) 𝜖 X × P are random variable quantities whose combined distribution is DXP. It is main aim to find a 

predictor f: X Y, which reduces the probably expected risk: 

 

D {f (X) ≠ P} = E (X, P) ~ DXP [δ {f (X) ≠ P}] 

 

We get here δ(z) = 1 when z is true, otherwise δ(z) =0. 

 

In training, initially, we have n pairs of training examples (Xi, Pi) tired identically and autonomously from DXP. Founded on these 

models, the empirical risk can be well-defined as 

1

𝑛
∑ δ( f (X)  ≠  P)

𝑛

𝑖=1

 

Picking a particular function f by minimalizing an empirical risk frequently leads to overfitting. To improve this procedure, the 

knowledge of structural risk minimization (SRM) is to service an unlimited classification of models F1, F2 .... Fn. through growing 

measurements. Now respectively Fi is an established of functions, e.g., multinomials with degree 3. We minimalize the empirical risk 

in each model by means of a penalty aimed at the measurements of the model: 

𝐹𝑛 =𝑓𝜖𝐹𝑖  𝑖𝜖𝑛
𝑎𝑟𝑔𝑚𝑖𝑛 1

𝑛
∑ δ( f (X)  ≠  P)

𝑛

𝑖=1

+ 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦(𝐹𝑖 , 𝑛) 

Where measurements (Fi, n) identify the complication of model Fi in the setting of the specified training set. For instance, it equals 2 

after Fi is the set of multinomials with degree 2. In further words, at what time trying to decrease the risk on the training dataset, we 

desire a predictor after a humble model. Memo the consequence is slow on the model Fi, non the predictor f. This is dissimilar 

beginning the regulation context, e.g., support vector machines, which punishes the difficulty of the classifier. 

V. EXPERIMENTAL RESULT  

For the structural risk minimization model was applied purpose study an input-space X and output-space P to four criminal data sets 

are Murder, Rape, Robbery and Auto Theft, rule that is used in machine-learning approaches, meanwhile overfitting is often to be 

occupied into class: reducing the complexity of the model is a moral mode to edge overfitting. 
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TABLE-I 

Units for Crime Murder Actual & Prediction 

 
 

 
Fig. 2.  Fitting for Crime Murder Estimated data and Predicted data 

 

TABLE-II 

Units for Crime Rape Actual & Prediction 

 
 

 

SNo City Names Murder Prediction

1 Bhimavaram 16.5 0.9999999

2 Narasapuram 4.2 0.985226

3 Tadepalligudem 11.6 0.9999908

4 Eluru 18.1 1

5 Vijayawad 6.9 0.9989932

6 Kakinada 13 0.9999977

7 Tuni 2.5 0.9241418

8 Ravulapalem 3.6 0.973403

9 Rajahmundy 16.8 0.9999999

10 Amalapuram 10.8 0.9999796

11 Palakollu 9.7 0.9999387

12 Visakhapatnma 10.3 0.9999664

13 Razole 9.4 0.9999173

14 Gudivada 5 0.9933071

15 Gunturu 5.1 0.9939402

16 Annavaram 12.5 0.9999963

SNo City Names Rape Prediction

1 Bhimavaram 24.8 1

2 Narasapuram 13.3 0.9999983

3 Tadepalligudem 24.7 1

4 Eluru 34.2 1

5 Vijayawad 41.5 1

6 Kakinada 35.7 1

7 Tuni 8.8 0.9998493

8 Ravulapalem 12.7 0.9999969

9 Rajahmundy 26.6 1

10 Amalapuram 43.2 1

11 Palakollu 51.8 1

12 Visakhapatnma 39.7 1

13 Razole 19.4 1

14 Gudivada 23 1

15 Gunturu 22.9 1

16 Annavaram 27.6 1
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Fig. 3.  Fitting for Crime Rape Estimated data and Predicted data 

 

TABLE-III 

Units for Crime Robbery Actual & Prediction 

 
 

 
Fig. 4.  Fitting for Crime Robbery Estimated data and Predicted data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SNo City Names Robbery Prediction

1 Bhimavaram 106 1

2 Narasapuram 122 1

3 Tadepalligudem 340 1

4 Eluru 184 1

5 Vijayawad 173 1

6 Kakinada 477 1

7 Tuni 68 1

8 Ravulapalem 42 1

9 Rajahmundy 289 1

10 Amalapuram 255 1

11 Palakollu 286 1

12 Visakhapatnma 266 1

13 Razole 522 1

14 Gudivada 157 1

15 Gunturu 85 1

16 Annavaram 524 1
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TABLE-IV 

Units for Crime Auto Theft Actual & Prediction 

 
 

 
Fig. 5.  Fitting for Crime Auto Theft Estimated data and Predicted data 

VI. CONCLUSION  

Our proposed work is on the classification of crime data clusters with the help of structural risk minimization in this regard estimated 

the error rate using absolute error on crime data clusters.  The experimental result is measured on crimes data clusters are Murder, 

Rape, Robbery and Auto Theft comprises Finally we conclude that minimize the error rate on crimes data.  
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