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Abstract— The creation of an efficient mechanism upon a 

computer chip heavily depends on the circuit's digital execution. 

Low cost VLSI circuit layout has become more popular just 

recently. Durable encoders have been employed for safe 

transmission of information in System on Chips (SOC).  Digital 

circuit implementation plays significant role in optimized system 

on chip development. In the existing system, parallel computing 

architectures for frequency-statistical sorting and code-size 

computational sorting. Consequently, in addition to the advantages 

of the high compression ratio inherited from the Canonical 

Huffman, the proposed architecture has overridden advantages 

for a high parallelism processing capacity. In the proposed system, 

low power parity check algorithm is implemented. The cyclic Low 

density Parity check(LDPC) encoder is implemented with the help 

of Majority logic decomposition. The detector tracking algorithm 

is implemented with time scaled tracking process using majority 

logic XOR gates and Comparator circuit. The resultant will 

provide fast encoding process as well as decoder circuit. 

 

Keywords— Digital circuit,, Low power design, Crypotgraphy, 

Encryption, Decryption,  Comparator. 

I. INTRODUCTION 

Elliptic Curve Cryptography (ECC), although The system do 

not go into great detail regarding the way it is employed.  ECC's 

comparatively tiny key dimension to supply the identical 

desired degree of protection is one of its main advantages.  A 

great deal of curiosity has been developed in the field of wireless 

technology because recent computations suggest that the 

dimension of the key, and consequently estimation and 

processing extent, have been considerably lower compared to 

other asymmetry devices.  But there are a few concerns about 

the precision of the present potency predictions, especially in 

view of certain expected events in future periods.  In order to 

figure out the present utility of ECC innovation, the present 

article assesses these shortcomings. 

Redundancy removal in  Memory  

In order to encode the data vector, the information bits are 

passed into the encoder. The encoder's faulty safeguard monitor 

then confirms that the encoded vector is true. The encoding 

process has to be repeated for creating the right codeword 

whenever the detection system discovers a mistake. After that, 

the codeword is kept in the storage device. The storage  unit's 

recorded codewords will be read at the time of memory-reading 

activities. Since unexpected problems can occur while a 

codeword is being saved to storage, a corrector device is created 

to fix possible mistakes in the codewords that are recovered. All 

memory terms in the layout undergo correction for any potential 

mistakes by transferring them via the corrector. A fault-secure 

detection keeps track of how the corrector unit is functioning 

identically to how the encoder unit does. Only the two OR gates 

that collect the syndrome bits to operate the detectors have to be 

developed into dependable circuitry for the units in Figure 1; the 

other units are all handled in fault-prone, nanoscale circuitry. 

Data bits are stored in storage for a certain amount of cycles, 

while in this time, there is a chance that every memory bit will 

be disturbed by an unexpected failure. Thus, temporary 

mistakes start to add up gradually in the memory strings of text. 

Memory cleansing is a necessary function of the machine in 

order to prevent the buildup of excessive mistakes in any part of 

the word that would be beyond the scope of code correction. 

Memory scrubbing involves occasionally retrieving phrases 

from storage, checking them for any possibility of mistakes, and 

then putting those again in the storage device. In Figure 2, this 

is displayed. The regular storage access is halted while an 

ongoing scrubbing procedure is carried out by the memory. 

 

 
Fig 1. Fault-tolerant memory architecture 

• A relatively simple power parity check method is used 

in the suggested system.  

• Majority logic decomposition is used to build the 

cyclic Low density Parity check (LDPC) encoder.  

• The detector tracking method is applied with a time-

scaled monitoring method employing a majority logic 

XOR gate and a comparator circuit,  

• Rapid encoding and decoding circuits will be 

delivered by the outcome. 

The remainder of the paper is structured as a thorough 

literature review in the second section.  In the third section, the 

choice of system tools and issue determinations are covered. In 

the fourth section, the system's framework and specific system 

design stages are covered. Future improvement concludes the 

remaining portion of the article. 

II. BACKGROUND STUDY 

M. Srinivas et al.(2017) Over the years, researchers have 

created a variety of methods for securing communications while 

they are sent over open networks. However due to the current 

rate of technological expansion, the rise in the processor 

computing capacity, the accessibility of cheap broad storage, 
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and improvements in VLSI chips, those encryption techniques 

are somewhat hardly capable to be held up. The requirement to 

employ plenty of bits in the keys leads to poorer encryption and 

decryption rates as well as a rise in the quantity of storage 

needed for operations in order to secure the data in the current 

methods of cryptography. 

M. Li et al. (2021) This paper suggests a multi-core design 

built on the entire row of concurrent stacked LDPC decoder 

with frame interaction. The suggested design boosts 

performance over traditional semi parallel layered topologies by 

incorporating multi-core technology and frame integrating into 

its pipeline design. For this scheme, two medium-sized, high-

rate QC LDPC codes have been generated with quick decoding 

closure. In order to investigate various compromises among 

code layout, interaction effectiveness, and execution, the two 

programs undergo execution using one core and multi core 

frameworks. 

Amara et al. (2014) It has been designed to use elliptic 
curve cryptography. All applicable asymmetrical 
cryptographic fundamentals, such as digital signatures and 
key agreement methods, have been addressed by elliptic 
curve cryptography. 

Anuchin et al. (2016) Sequential encoders are used to 
calculate the synchronous constant elapsed time speed. It 
introduces a progressive encoder-based powerful speed 
measurement approach regarding different-speed electric 
motors. For the same speed loop behaviour, the 
synchronised CET technique for calculating speed provides 
for a twofold rise in precision over the unsynchronized CET 
technique, or a fourfold rise in speed time to respond. 

Shao  et al. (2019) A Canonical Huffman Encoder VLSI 
Architecture is Optimized to earn Maximum Throughput. 
While encoding 256 8-bit symbols, the recommended 
design lowered the encoding rate by 26.30% in comparison 
to the current Huffman encoder's utilization of the 
conventional method. 

Kishor et al. (2021) A number of scientific experiments 
are conducted after the LDCS is connected to the sensing 
device. In the fixed calculation of the shaft angle, the most 
extreme nonlinearity is 0.29%. To determine the angular 
location of a rotating shaft, it suggests a brand-new 
continuous direct-digital converter for the sinusoidal 
encoders (LDCS). 

Galan et al. (2019) In this paper  develop an Event-Based 
electronic Time Difference Encoder Algorithm to serve 
Neuromorphic Devices. A field-programmable gate array 
(FPGA) was used to replicate and carry out the simulation, 
using 122 slice registers while consuming no more than one 
mW of power. 

Tang et al (2021) In comparison to the original design, the 

one being suggested needs 14% less space. Furthermore, when 

compared to the most feasible variant layout, each of them result 

in a 50 percent decrease in latency for the calculation of the 

nested syndrome with minimal area overhead. 

Various existing articles are studied to analyse the challenges 

in existing system and to develop a novel model in encoding and 

decoding operations, to achieve efficient error redundancy 

system [10]-[13]. 

III.  SYSTEM DESIGN 

For frequency-statistical sequencing and code-size 

algorithmic organizing, there are multiple processing designs in 

the current method. With this design, a single data scan can be 

used to complete both the creation of a tree and the allocation of 

symbols. This problem will solves the inefficiency of the usual 

algorithm, which requires two data scans. Because of this The 

recommended architecture gives advantages for higher parallel 

processing power in addition to the benefits of the large 

compression ratio carried over from the Canonical Huffman. 

Low power parity check method is used in the suggested 

system. Majority logic decomposition is used to build the cyclic 

Low density Parity check (LDPC) encoder. The detector 

monitoring method is created utilising a continuously adjustable 

monitoring mechanism, and it makes use of the majority logic 

XOR gates and Comparator circuit.. Rapid encoding and 

decoding circuits will be provided by the outcome. 

• In the current framework, memories, which are a key 

component of computer systems, are the main source of 

problems.  

• Information kept in storage devices may deteriorate over 

time due to redundancy of information. 

• The main solution for the computer network is to 

minimise repetition mistakes employing effective 

encoding and decoding methodologies. 

• In order to increase the productivity of the electronic 

system, attention must be paid to decreasing the amount 

of time required and bit mistakes. 

 

 

IV. METHODOLOGY 

 
Fig 2. System architecture 

Fig. 2The suggested anomaly detection in memory module 

using the cyclic Low density parity check (CLDPC) module is 

shown 

  
    Fig. 3. System architecture of Proposed Phishing website detector 

 

A. Design and Analysis of LDPC Encoder 

Utilizing a low density parity check encoder, this component is 

employed to encrypt the newly received data or information. 

Here, parity check coding is used for both odd and even 
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numbers. In other words, the system either convert the once-in-

a-bit of data or information into an odd number or an even 

number. By using the majority logic concept, this component 

converts the input 7-bit data into LDPC-encrypted data. 

B. Design of Memory Device 

It is necessary to create this program's element. The memory 

component functions as a backup device and serves to store the 

decoded information. 

 

This means that every time a data gets damaged or missing as a 

result of a temporary issue, the system can recover the data that 

used to be saved in memory through the application of the 

extremely effective LDPC decode method. This component 

includes software components that have storage design that can 

be created using read clock, write clock, chip select, and so 

forth. 

 

C. Analysis and Design of  Decoder and Comparator 

This component decrypts and assesses the provided data or 

information using the most popular decoder and comparator. In 

this case, the decoder produces the encoded data, and in the 

event that the encoded data has been damaged due to a 

temporary issue, a backup copy of the data is kept on the storage 

device. Utilizing a comparator, the system compare the encoded 

data with the input and evaluate the output. When elliptic curve-

based data is deleted in storage as a result of temporary issues, 

this module is employed to restore it. 

D. Analysis and Design of the Integration Module  
All the submodules are being combined, and resultant signals 

have been directed into the appropriate channels in accordance 

with the FPGA system. The information obtained by means of 

elliptic curve origin finings is verified by this module, which 

combines all of the submodules utilizing a machine with a finite 

technique. 

V. RESULTS AND 

DISCUSSIONS 

 

Fig. 4. Simulation of CLDPC 

Fig 4. Shows the simulation result of cyclic LDPC model 

encrypt and decrypt the original data. 

 
Fig. 5. LDPC Encryptor 

Fig 5. Shows the simulation of encryptor developed in proposed 

method in terms of developing the security wall towards the data 

storage. 

 
Fig 6. Cyclic shifter 

Fig. 6. Shows the system start triggering the cyclic shift register 

once the data is getting corrupted by the long lasting memory 

storage simulated in the proposed model. 

 
Fig. 7. Area utilization 

Fig 7. Shows the area utilization of the proposed model. 0% 

slices unrelated logics are reflected. 8% buffered multiplexers, 

8% 4-input LUTs are utilized.  

 
Fig 8. Power analysis result 

Fig 8. Shows the simulation result of proposed model power 

consumption through XPE power analyzer. The internal logical 

power is 0.052 watt leakage, the consumed power is 0.058 in 

total power hence the consumption is 0.006 watt as per the 

SPARTAN 3E XC3S250 XILINX FPGA device is concerned. 

Further the presented modle is tested with different FPGA 

families to analyze the performance in terms of power 

utilization, area utilization, logical blocks utilization etc.  

VI.    CONCLUSION 

The presented system is intended to develop the LDPC 

majority logic decoder for this project. The LDPC encoder was 

initially created through the production of data that came in. 

According to the encoding reasoning, it is encoded. 

Additionally, The system created a storage system that keeps 

the compressed data. In order to decode the matching encoded 

information via majority logic decoding, the Cyclic LDPC 

decoder gets the data that has been encoded from storage. Data 

from both the input and the processed streams are compared 

using the comparator. Therefore, Modelsim simulator is used to 

build and validate the decoder. 
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