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Abstract - It is customary to discover to whom a loan might be given that will be the bank's safer alternative., because several 

individuals have applied for bank loans due to the advancements in the banking sector, however the bank has its limited resources 

and can only grant to a small number of people. Unnecessary openness to threat can lead to dissatisfaction with banks and distress 

a great many persons because of the dimensions of certain banks. Legislatures can make better principles to advance mindful 

administration and dynamic by better comprehension the dangers presented to banks. The selections of financial backers are likewise 

influenced by a bank's ability to oversee risk. Despite the fact that a bank can deliver critical incomes, unfortunate gamble the board 

could bring about decreased benefit due to credit misfortune openness. Proficient financial bankers are more disposed to support a 

bank that can create benefits and doesn't represent a critical gamble of monetary misfortune. There are times where high reputed 

banks even fail in identifying the right person while giving a loan. Thus, the project focuses on identifying the right person at a very 

early stage. To save a considerable amount of time and money for the bank, we consequently take steps to diminish the possible 

risks connected with choosing the safe individual in this project. This is accomplished by obtaining information from the databases 

of the borrowers who have already received loans. Based on these histories, a machine was trained using a Python and ML model. 

 

Keywords - Loan, Loan prediction, credit, credit score, cibil score Machine Learning, Probit model, logistic regression, mortgages, 

subprime mortgages, Decision tree, Datasets.INTRODUCTION 

A. Overview 

Nearly every bank's main line of business is the distribution of loans. A large portion of the bank's assets were directly derived 

from the money the bank made from the loans it distributed. In a banking setting, placing assets in trustworthy hands is the main 

goal. Many banks and finance organizations now offer loans following a drawn-out identification process. and validation process, 

but there is no guarantee that the selected candidate is the worthiest candidate among all candidates. This technique allows us to 

forecast if a certain candidate is secure or not. We can determine whether a certain candidate is prudent or not using this approach. 

Both claimants and bank workers definitely gain from loan prediction. The goal of this technique is to offer a rapid, easy, and 

instant manner to select the deserving candidates. 

In the credit area, the two most significant inquiries are: 

• How unsafe is the borrower? 

• Would it be a good idea for us to loan to the borrower given the gamble in question? 

The answers to these questions take a lot of time and still the risk factor is high or low can be determined completely. Financial 

institutions lend money to borrowers in return for the assurance that they would pay it back with interest. So, the lender only 

receives payment (interest) if the borrower pays the obligation in full. Yet if the borrower doesn't pay back the loan, the bank 

suffers a loss. The goal of this project is to improve the accuracy and efficiency of the loan approval process by using logistic 

regression, probit model and Artificial Neural Networks and making a risk model to assess the risk of lending money to subprime 

mortgages.  

 

For the prediction of loan, there are a number of variables to take into account, including borrower and loan characteristics, in 

order to create a predictive model that can accurately anticipate loan acceptance. One of the most crucial elements is the borrower's 

credit score, which provides a gauge of their financial standing and default risk. Other aspects of the borrower, such as their income, 

job situation, and debt-to-income ratio, are crucial indicators of their capacity to repay the loan. Loan features, in addition to 

borrower characteristics, are crucial factors in loan approval decisions. The borrower's capacity to repay the loan and the overall 

risk of default can be impacted by the loan's quantity, period, interest rate, and fees. The loan's objective, such as financing a home 

purchase or schooling, may also be taken into account, as different types of loans may have different risk profiles.  

B. Problem Definition 

For financial institutions, predicting loan acceptance is a crucial undertaking since it allows them to figure out applicants' 

credibility and control the risk of loan defaults. Due to their low credit scores, subprime borrowers frequently encounter 

considerable difficulties getting the funding from financial institutions. Utilizing different machine learning algorithms, including 

logistic regression, decision trees, and random forests, previous studies have created models for predicting loan endorsement. 
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These models could, however, be limited in their ability to anticipate outcomes for subprime borrowers due to their inability to 

fully account for the intricate connections between borrower and loan variables the fundamental goal of this project is to guess 

whether a loan will be accepted or denied for an end-user based on their Cibil score. There are various loan types, including 

(Personal Loans, Home Loans, Mortgages Loans etc.). By calculating Cibil Score from a variety of historical data and factors, 

including credit history, the number of credit cards a person has, the loans they have taken out, the number of times they have 

fallen behind on their payments, credit mix, credit utilization ratio, and credit history age, our model will be able to make educated 

results about if to accept or reject a loan request by feeding the dataset to the deep learning models like GRU(Gated Recurrent 

Neural Network) , Bi-LSTM , Logistic Regression and Probit model. We will create a risk model for subprime borrowers (those 

with low credit scores) in addition to a model for loan acceptance prediction.  In simple words a method for assessing the potential 

risks associated with lending money to borrowers with poor credit score or no credit score at all. 

C.Objective 

 The goal of loan approval prediction is to use historical information on loan applicants to create a predictive model that can 

assess a loan applicant's likelihood of loan approval. This might help lenders decide if they should approve a loan application 

based on information they have.  

 A loan approval prediction model can give lenders insights into the risk involved with loan acceptance by examining numerous 

parameters such credit score, income, employment history, debt-to-income ratio, and other pertinent information. As a result, 

lenders may be able to approve loans with greater accuracy, lower the risk of default, and ultimately increase the effectiveness 

and profitability of their lending operations. 

 The main objective of loan approval prediction using CIBIL score is to evaluate loan applicants' creditworthiness based on 

their credit histories and ascertain the chance that they would repay the loan. A company called CIBIL (Credit Information 

Bureau India Limited) maintains trail of individuals' and companies' credit histories. The three-digit CIBIL score is determined 

by taking into account a person's credit history, which includes their use of credit cards, loan repayment history, and other 

financial activities 

 From the perspective of the lender, the goal of this loan approval prediction for subprime mortgages is to reduce the risk of 

loan defaults while maximizing profitability. Borrowers with subprime mortgages usually have average or low credit scores, 

larger debt-to-income ratios, or other characteristics that make them riskier borrowers. 

 In order to increase accuracy and reliability, our loan approval prediction models are likely to include more complex algorithms 

that include deep learning, neural networks, and other cutting-edge methods. 

 Our project can be utilized by Lenders and they will be better equipped to manage lending risks as loan approval prediction 

models advance, leading to more efficient loan underwriting and a decrease in loan defaults. 

 With our project Lenders may provide consumers a more seamless and simple experience by speeding the loan approval 

process, which can boost customer happiness and loyalty. 

 

II.LITERATURE REVIEW 

 

[1] The authors provide a method for calculating the likelihood of approving a loan application by using previous information 

on loan applicants to create a predictive model. The system analyses various factors including credit score, income, 

employment history, debt-to-income ratio, and other pertinent information to give lenders an understanding of the risk 

associated with approving a loan. These factors include Logistic Regression, K-Nearest Neighbors (KNN), Decision Trees, 

and Random Forest. The authors compare the outcomes with conventional credit scoring models to evaluate the efficiency 

of the suggested loan predictive model using real-world data from a financial institution. The study provides insights into the 

possible advantages of using such a strategy in the lending business and proposes a thorough approach to loan prediction 

using machine learning algorithms. The suggested system can assist lenders in making more precise and knowledgeable loan 

approval decisions, which will decrease loan defaults and increase profitability. 

[2] This study predicts customer loan acceptance using two machine learning methods: Random Forest (RF) and Support Vector 

Machine (SVM). In this Paper, the suggested system for predicting bank loan credibility may assist firms in creation of the 

finest choice deciding whether to grant a client's request for a loan or deny it. This can help the banking industry set up 

efficient distribution channels. and mitigating significant financial losses without any doubts. SVM and RF algorithms are 

being employed for the prediction in this proposed system. The application of alternative methods might perform better. 

[3] In this study, a dataset of typical loan applicants is analyzed to find trends and forecast financial outcomes using machine 

learning (ML) algorithms. Those who will be deserving of loans. Previous customer information will be utilized to age, kind 

of income, loan annuity, most recent credit bureau report, type of employer, and length of employment are all factors that 

should be studied .The most important characteristics—those that most significantly affect the outcome of the prediction —

were found using ML techniques like RF, XGBoost, Adaboost, Lightgbm, DT, & KNN. Using common measures, these 

algorithms are contrasted and evaluated against one another. The highest accuracy of these was 92%, attained through 

Logistic Regression. Also, it was proven to be the best model and outperformed alternatives significantly. 

[4] The goal of the paper was to forecast loan acceptance using machine learning techniques. The authors pointed out that loan 

acceptance is a crucial choice made by financial organizations and that machine learning can automate this process to make 

it more accurate and efficient. The authors used a dataset that included details on the demographics, earnings, credit histories, 

and other aspects of loan applicants. To forecast loan acceptance, they used a variety of machine learning methods, including 

logistic regression, decision trees random forests. The accuracy, precision, recall, and F1 score were some of the metrics the 

authors used to evaluate the effectiveness of each algorithm. They demonstrated that, with 85% accuracy, the random forest 

algorithm outperformed the opposition. The authors came to the conclusion that automating loan approval decisions using 
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machine learning algorithms would boost accuracy and efficiency. They pointed out that future studies might look into the 

use of additional data sources, such social media data, to enhance predictions of loan acceptance. 

[5] In this paper, four algorithms, including RF, DT, Naive Bayes, and Logistic Regression, are employed in this study to forecast 

whether or not clients would be approved for loans. The same dataset will be utilized for all four methods, and the most 

accurate algorithm will be chosen to deploy the model. From this point forward, we create a machine learning-based bank 

loan prediction system that chooses the qualified applicants for loan approval on its own. Exploratory analysis is preceded 

by data cleaning and missing value handling, then model building and model assessment. We have the highest when we 

obtain improved accuracy scores and other performance indicators, which will be evaluated. This paper may be beneficial in 

determining whether or not a candidate will be given a bank loan. The application of alternative methods might perform 

better. 

Here in this research paper the authors have created a technique that allows us to forecast whether the selected applicant will 

be a deserving application for loan approval or not. The model, which has been built using machine learning methods, serves 

as the foundation for the system's predictions. Even the accuracy of various machine learning algorithms has been compared. 

Our accuracy ranged from 75 to 85%, but the greatest result came via logistic regression, coming in at 88.70%. The system 

has a web application user interface where the user can input the information needed for the model to forecast. This model's 

disadvantage is that it considers a lot of factors, however in reality, a loan application may occasionally be approved based 

just on one significant factor.   

[7] In this study, patterns are retrieved from a shared dataset of loans sanctioned and extracted using machine learning (ML) 

techniques to predict future defaulters on loans. The study will be done using historical customer data, including their 

employment history, loan balance, age, and income. Several machine learning (ML) methods, including Random Forest, 

Support Vector Machine, K-Nearest Neighbor, and Logistic Regression, were used to identify the most relevant 

characteristics, or the elements that had the biggest influence on the forecast's result. These algorithms are contrasted and 

scored according to accepted standards. The random forest method is more accurate.  

[8] In this study, Random Forest and Decision Trees are comprehensively compared and contrasted to one another. Both methods 

used the similar dataset, and analysis of the outcomes demonstrated that the Random Forest algorithm outperformed the 

Decision Tree methodology and did so with a far higher level of accuracy. The goal of the project was to create a model that 

uses decision trees and random forest algorithms to forecast loan defaults. This work investigated, analyzed, and created a 

machine learning algorithm to predict one's likelihood of defaulting on a loan given a collection of characteristics. Using this 

kind of model, Lender might be able to spot specific financial characteristics in prospective borrowers that might increase 

their risk of defaulting and making timely payments on their loans. The Random Forest Classifier's accuracy was 80%, 

whereas the Decision Tree method's accuracy was 73%. As a result, it appears that the Random Forest model is a better 

choice for these types of data. 

[9] As according earlier research from this era, there are many ways to look into the issue of preventing loan default. Nonetheless, 

since producing accurate projections is essential for optimizing revenues, it is necessary to learn about the several methods 

and compare them. The problem of predicting loan nonpayers is calculated using the logistic regression model, a key 

predictive analytics method. Data from Kaggle is gathered for predictions and analysis. To estimate the various performance 

metrics, logistic regression models were used. The models are contrasted based on performance indicators like sensitivity 

and specificity. The final outcomes have shown that the model produces a range of outcomes. This research offers a machine 

learning algorithm-based approach to automate this process. To build and implement a system that forecasts whether a user 

will be approved for a loan from a bank using data mining and machine learning to decrease scams and increase accuracy. 

[10] The main focus of this work is to accept a customer loan      and to provide a quick, easy, and immediate technique for 

selecting deserving loan applicants using machine learning algorithms. The goal of the project was to create a machine 

learning algorithm-based model for forecasting loan approval. The authors obtained information from a financial institution 

about the borrowers' income, employment status, loan amount, and other pertinent criteria. The four classification-based 

machine learning techniques used in this study are random forests, support vector machines, decision trees, and logistic 

regression. The most effective method for accurately predicting loan acceptance is support vector machine technology. 

[11] The main goal in a lending setting is to place one's money in reliable hands. In order to predict whether or not consumers 

would be authorized for loans, this study employs three machine learning techniques: Logistic Regression (LR), Decision 

Tree (DT), and Random Forest (RF). The experimental results show that the Decision Tree machine learning algorithm 

surpasses Logistic Regression and Random Forest machine learning techniques in terms of accuracy. After a thorough 

analysis of the product's benefits and drawbacks, it is safe to conclude that the component is a highly effective one. This 

application meets with all necessary requirements and is operationally sound. It is straightforward to connect this component 

to a variety of other systems. There have been numerous examples of both technical and content failures in automated 

prediction systems, which have a predefined weight for the characteristics that matter the most. As a result, it's likely that the 

infamous technology may soon be enhanced to offer dynamic weight change while being safe. The automated production 

system can soon be attached to this prediction module. Future software can be developed so that fresh testing data should be 

used, despite the fact that the system was trained on an outdated training dataset.  
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[12] This article reduces the risk associated with choosing the perfect borrower who might repay the loan on time and keep the 

bank's non-performing assets (NPA) on hold. This is achieved by supplying previous information about bank customers who 

have obtained loans into a trained machine learning model, which could produce reliable results. Determining the major 

purpose of this paper is to investigate if it will be safe to distribute the loan to a particular person. The sections of this study 

are (I) Data Collecting, (ii) Data Cleansing, and (iii) Performance Assessment. By carefully analyzing positive qualities and 

limits, it can be concluded from the experimental data presented in this paper that the Nave Bayes model is extremely 

effective and yields better results when compared to other models. It operates properly, satisfies all bankers' needs, and is 

interconnected with numerous other systems. There were several computer issues, content mistakes, and weight fixing in 

automated prediction systems. The banking software may become more dependable, accurate, and dynamic in the near future 

and may be able to integrate with an automated processing unit. 

III. METHODOLOGY 

A. Proposed Methodology 

In the first part of the project, we are using the primary attribute, or cibil score, to decide whether or not a person will be granted 

a loan. We have calculated the cibil score based on the weights of the attributes like number of credit cards, number of loans taken, 

number of delayed payments, credit mix, credit utilization ratio, credit history age. The pre-processing of this dataset involves feature 

extraction, which results in the removal of characteristics like customer name and customer id. The dataset is then standardized and 

fed into the GRU (Gated Recurrent Unit), BiLSTM (Bidirectional Long Short-Term Memory), and Logistic Regression. The accuracy 

is contrasted with the current models. Basically, the borrowers can be of four types Subprime (credit scores of 580-619) Near-prime 

(credit scores of 620-659) Prime (credit scores of 660-719) Super-prime (credit scores of 720 or above). Now the next part of the 

project focuses on the subprime mortgages (average or below-average credit score). The main factors taken into account for this 

prediction include the bankruptcy indicator, finance inquiries 24 months, Number trade lines 30 or 60 days 24 months, Time since last 

inquiry etc. Using this, a risk model is created that forecasts the likelihood of the risk the bank is taking when lending money to 

subprime borrowers. Machine learning algorithm like Probit Model, which is an extension of logistic regression and deep learning 

algorithm like ANN is used. 

B. Dataset               

In our paper, we employed two datasets. Approximately 1000 entries make up the first data set we used, which came from 

Kaggle. Its columns include customer name, customer id, age, monthly income, number of credit cards, number of loans, type of 

loan, and several more. The following dataset, which also comes from Kaggle, has about 3000 entries. This dataset mainly includes 

information on subprime borrowers, namely those with credit scores within 580 and 619. It includes information such as Financial 

Number of Trade Lines 30 or 60 Days 24 Months, Number of Trade Lines 50% Used, Time Since Last Trade Line, Number of 

Inquiries 24 Months, 6 Months, etc. 

 

C.Sequence Diagram 

Fig 1: System architecture 

Data Pre-processing: Preparing raw data for analysis through cleaning and transformation is known as data pre-processing. In data 

science and machine learning, it is a key phase since the quality of the data and the manner in which it is prepared can have a 

significant impact on the accuracy of the analysis and the effectiveness of the models based on it.  

 Initially, during pre-processing, we replaced any missing values in the "Age" column with the average age of all the entries 

that were present. 

 Following that, distinct columns that are unique are removed from the Data Frame. The names of the columns that are dropped 

using the drop () method are "ID," "Name," "Customer ID," and "SSN." 

 To improve the machine learning model performance, feature engineering involves developing new features or modifying 

current features. The categorical variables are Label Encoder was employed in order to transform the values to numerical 

values. 

Model Selection and Model Evaluation: We used a total of three approaches in this research paper's first section, which predicts 

loan eligibility based on Cibil score. Those are GRU (Gated Recurrent Unit), Bi-LSTM (Bidirectional Long Short-Term Memory), 

and Logistic Regression. 
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a) GRU (Gated Recurrent Unit):  

 Recurrent neural networks (RNNs) using GRUs (Gated Recurrent Units) are a typical choice for sequence modelling tasks 

including language modelling and time series prediction. Training and Testing the model: Backpropagation over time is used to 

train the GRU model on the training set of loan applications (BPTT). Using the testing set of loan applications, the trained GRU 

model is assessed. For each application in the testing set, the model forecasts whether a loan will be approved, and the accuracy 

of the model is measured as the proportion of accurate forecasts. In comparison to other models, the GRU model has a number of 

advantages, including the capacity to handle variable-length sequences and the ability to identify long-term connections in the 

data. However, it could be sensitive to the selection of hyperparameters and may need a lot of data to train effectively. 

Consequently, before utilising the model in production, it is crucial to properly adjust the hyperparameters and assess how the 

model performs on various datasets. 

 b) Bi-LSTM (Bidirectional Long Short-Term Memory): 

An example of a recurrent neural network (RNN) that can be used to forecast loan acceptance is Bidirectional Long Short-

Term Memory (Bi-LSTM). The Bi-LSTM model architecture was then defined, typically consisting of an embedding layer to 

transform categorical variables into continuous representations, one or more Bi-LSTM layers to process the sequential data, and 

one or more fully connected layers to output the prediction of loan acceptance. The model would then be trained using an 

appropriate loss function and optimisation method on the training data. On the   validation set, the model's performance would be 

tracked, and hyperparameters would be adjusted as necessary. In general, Bi-LSTM can be an effective technique for loan approval 

prediction, especially when the input data          contains sequential relationships.  

 c)  Logistic Regression:  

A statistical model that can be used to forecast loan approval is logistic regression .A suitable loss function and optimisation 

algorithm, such as maximum likelihood estimation or gradient descent, would then be used to train the model using the training 

data. On the validation set, the model's performance would be tracked, and hyperparameters would be adjusted as necessary. The 

model would then be evaluated on the test set to determine how well it generalised. Overall, logistic regression can be a valuable 

method for predicting loan acceptance, especially when the input data and the target variable have a straight, linear relationship. 

So, for the project's last phase, where we are creating a risk model to help banks and other lenders determine the likelihood of the 

risk they will assume if they lend money to subprime borrowers and thereby choose whether or not they should do so, we are 

utilising the Probit model and an ANN. 

d) Probit Model:  

A particular kind of statistical model called a probit model is employed in regression analysis to examine categorical dependent 

variables. The ability to estimate the chance of default as a continuous variable rather than a binary result is one potential benefit 

of employing a probit model in this situation (i.e., default or no default). This can offer more detailed details regarding the degree 

of risk connected to a specific mortgage, and it can be especially helpful in portfolio-level research. 

      e) ANN (Artificial Neural Network): 

In order to model risk for subprime mortgages, neural networks, also called artificial neural networks, are machine learning 

techniques that we applied (ANNs). In order to discover patterns and links between these factors and the desired outcome, the 

network would be trained using historical data. An ANN may be advantageous in this situation because it can quickly capture 

complex nonlinear correlations between variables that are difficult for traditional statistical models to do so. This may result in 

better risk management plans and more accurate predictions. 

IV. RESULTS 

In order to determine which consumers are eligible for loans, we have compared various deep learning algorithms and classification 

algorithms in this project: Bi-LSTM (Bidirectional Long Short-Term Memory), GRU (Gated Recurrent Unit), Logistic Regression, 

and Probit Model. Our findings demonstrated that, when compared to other models, GRU had the highest accuracy. GRU is more 

accurate than Bi-LSTM, which is just about 94% more accurate on average. Although the accuracy of logistic regression is similarly 

97%, GRU is more suited for sequence prediction tasks like predicting loan approval because it can capture temporal dependencies, 

handle nonlinear relationships, manage noisy data, and scale to huge datasets. 
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Fig 2: Accuracy of Bi-LSTM                                                       Fig.3 :Accuracy of GRU 

 

Fig 4: Accuracy of Logistic Regression 

 

Fig.5: Accuracy of Probit 

 

Fig.6: Accuracy of ANN 

 
                                          Fig 7 : Visualization and DashBoard 

                                                                                                                                                                                                                                                                                                                                                                               

In this paper, we present a thorough investigation and evaluation of the loan approval prediction model using a variety of machine 

learning algorithms and methods. We processed and analyzed the data using the Kaggle Loan Train dataset using a variety of 

techniques, including text cleaning, feature engineering, standardization, label encoding, and models including GRU, Bi-LSTM, 

and Logistic Regression. The study emphasizes the significance of including a wide range of characteristics, including elements 

like payment history, income, and work status, into the loan acceptance prediction model. The model can offer a more thorough 

evaluation of loan applicants by include these variables, which can help financial organizations make wise lending decisions. 

Our findings show that the accuracy levels of our various models are different. GRU has a 97% accuracy rating, whereas Bi-

LSTM provides a 95% accuracy rating and logistic regression provides a 97% accuracy rating. 

V.CONCLUSION AND FUTURE SCOPE 

In conclusion, in this research paper we have done intensive study on and analysis of the risk model of subprime mortgages. 

Financial institutions may improve by implementing the subprime mortgage risk model to reduce risk and decrease the chances 

of default. To sustain the risk model's effectiveness in a market that is frequently –, it is crucial to understand the inherent risk 

associated to subprime mortgages. The risk model must additionally be upgraded periodically. Following are the different 

accuracy rates: Model for probit:85% ANN:85%. 
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The lending sector may undergo a revolution as a result of the immense future possibilities of loan approval prediction. Lenders 

can employ blockchain technology to verify the accuracy of data used to forecast loan acceptance. Chatbots and virtual assistants 

can be used by lenders to communicate with borrowers, gather information, and respond to inquiries. On the basis of the 

borrower's financial background, these bots can also offer tailored loan recommendations using machine learning algorithms. 

Lenders can improve their loan approval prediction models by using alternate data sources, such as social media data. This can 

assist lenders in locating potential customers who may lack a typical credit history but are nevertheless deserving of financing. 
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