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Abstract 

        Diabetes is one of the top 10 diseases in the world, 

which causes death globally. Predicting type 2 diabetes is 

important for providing prognosis or diagnosis support 

to allied health professionals, and aiding in the 

development of an efficient and effective prevention plan. 

Several works proposed machine-learning algorithms to 

predict type 2 diabetes. In this paper, the authors 

proposed a machine learning (ML) Model   to predict 

T2D occurrence by using two different algorithms such 

as, SVM and XG Boost. As a first step, patients data set 

was collected with type 2 diabetes and established the 

prediction model for future risks of (Diabetic 

retinopathy) DR based on a machine learning (ML) 

algorithm. The given input image was first pre-processed 

and then segmented to extract the infected part. After 

Segmentation the given input dataset was split into test 

and train dataset. Classification was then performed 

with the following algorithms, SVM and XG Boost. The 

performances of   the two algorithms were analysed and 

their accuracy was measured based on sensitivity and 

specificity. It is evident from the result that the 

performance of XG boost model was found to be best 

when compared to SVM classifier. 

Keywords: Machine learning, T2D, Diabetic 

Retinopathy (DR). 

 

1.Introduction 

Diabetes is one of the major health problems in both 

developed and developing countries [1]. As stated by the 

National Diabetes Statistics Report 2020, 34.2 million 

people (or 10.5%) of U.S. population are suffering from 

diabetes. There are 26.9 million people who are diagnosed 

with diabetes and 7.3 million people are unaware of this 

condition (21.4% people who have diabetes are unaware) 

[2]. In 2019, around 77 million people were diagnosed with 

diabetes in India, which was ranked as second country with  

 

highest number of diabetic people in the world [3]. Diabetes 

is a chronic disease and causes long-term and short-term 

complications where short-term complications include 

dehydration and diabetic coma and long-term complications 

include heart attack, blindness, kidney failure, stroke and 

foot ulcers, etc. 

Generally, diabetes is classified into three different types 

which include type 1 diabetes, type 2 diabetes and 

gestational diabetes, Type 1 diabetes is a condition in which 

body is incapable of producing insulin for the proper 

functioning of the body. It is an autoimmune disease in 

which β-cells of the body are destroyed which result in the 

lack of insulin, β-cells are liable for the storage and release 

of the insulin. Type2 diabetes is state in which the body is 

unable to produce enough insulin or there is insulin but body 

is not able to use it, this condition is known as insulin 

resistance. It is the most prevalent type of diabetes, which is 

detected in 90% of the cases.  

(Diabetic retinopathy) DR is the most common 

microvascular complication of diabetes mellitus. It has been 

demonstrated to be a leading cause of preventable blindness 

in the working-age population in most countries (1).The 

American Academy of Ophthalmology (AAO), in 

2019,stated that the prevalence of DR among diabetic 

patients worldwide is about 34.6%. 10.2% (28 million) 

diabetic patients suffer from vision-threatening DR (2).  

Effective management of DR requires a deep understanding 

of the predisposing factors, early diagnosis, and timely 

therapeutic intervention. Early identification of patients at 

risk of developing DR is the key to effective intervention, 

which is significant in reducing the progression of DR and 

thereby reducing the risk of blindness (3). Moreover, 

individual patients can be stratified according to different 

risk levels and get optimal treatment. Due to no typical 
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symptoms in the early stage of the disease, however, most 

patients with DR may not seek medical evaluation until 

progression to the proliferative stage, resulting in 

irreversible visual damage (4). Therefore, methods for 

accurate prediction of the risk of DR are in urgent need. 

 At present, several DR risk prediction models based on 

cross-sectional studies have been developed (5–9). Deep 

learning algorithms were also applied (10). Although these 

models can predict the occurrence of DR at the index date, 

they cannot predict DR occurrence and development of the 

same patient at designated time points in the future. This will 

obviously restrict their clinical application. Similarly, based 

on the clinical characteristics related to the occurrence or 

development of DR, several models have been developed for 

optimization of the screening interval in DR screening 

(11,12). However, due to the small number of cases in the 

studies, the proposed model shave not been fully validated 

so far. 

 On the other hand, several studies investigated the 

pathogenesis and risk factors of DR to provide guidance for 

DR management. Epidemiological studies have shown that 

age, course of diabetes, haemoglobin A1c(HbA1c), fasting 

blood glucose (FBG), blood pressure, blood lipids, body 

mass index (BMI), smoking, proteinuria, and several others 

are all risk factors for DR (13,14). Among them, duration of 

diabetes antihyperglycemic were demonstrated as strong risk 

factors for the occurrence and development of DR (15,16). 

However, patients without DR were hardly unusual among 

those suffering from diabetes for a long time (17). The 

influences of other factors in DR occurrence also need to be 

proven. Further studies are required to elucidate the 

correlation and thus construct standard procedures for the 

management of this disease.  

In this retrospective cohort study, we collected electronic 

health record data from hospitalized patients with type 2 

diabetes and established the prediction model for future risks 

of DR based on a machine learning (ML) algorithm. To our 

knowledge, this is the first study to predict the occurrence of 

DR at each follow-uptime point in up to 10 years. We also 

explore the risk factors that may affect the occurrence of DR 

and hope this work can provide a basis for further studies 

concerning the prevention and management of DR. 

2.Literature Review 

2.1 Related Work 

A Neural Network for DR Diagnosis Patients with long-term 

diabetic conditions are most likely to develop diabetic 

retinopathy (DR), leading to blindness. The disease can be 

prevented or delayed by early detection of biomarkers and 

effective treatment. To better understand the prevalence and 

progression of DR, researchers have looked into several 

biomarkers. The existence of microaneurysms, exudates, 

haemorrhages, and the like in the patients’ retinas all 

contributed to the disease. A strategy for preventing 

blindness has been suggested by looking at iris images from 

time to time. This study used a DR dataset and various 

machine learning classification algorithms to predict the 

occurrences of the DR in this study (Valorie et al., 2019). 

The main focus of this paper is on the use of data mining and 

fuzzy system techniques in the diagnosis of diabetes. 

(Thakkar et al., 2021). To detect type II diabetes, data mining 

algorithms such as Naïve Bayes classifier, RBF System, and 

J48 are described in that article. 

To facilitate early detection of T2D, numerous research 

studies employing ML techniques have been conducted. 

These studies include the development of screening, 

diagnosis, and prediction tools to detect the occurrence of the 

disease and the likelihood of its onset [5,21]. Screening 

methods for prediabetes using ML models for the South 

Korean population are presented in [5], which developed an 

intelligence-based screening model for prediabetes using a 

dataset from the Korean National Health and Nutrition 

Examination Survey (KNHANES) [22]. The KNHANES 

2010 dataset, with 4685 instances, was used to train SVM 

and artificial neural network (ANN) based models, and the 

KNHANES 2011dataset was used for validation. The 

authors claimed that the SVM model performed better than 

the ANN model, with an area under curve (AUC) value of 

0.73. The study was limited to identifying a prediabetes 

condition only. 

A model for predicting the onset of type 2 diabetes in non-

diabetic patients with cardiovascular disease is presented in 

[21]. The study reported a T2D prediction model to forecast 

the occurrence of the disease within the follow-up period. 

The electronic health records (EHRs) for the study were 

collected from Korea University Guro Hospital (KUGH). 

The total number of features was 28, with 8454 subjects over 

five years of follow-up. The authors claimed that they had 

achieved a value of 78.0 in AUC measure for the logistic 

regression (LR) model. In this study, the dataset included 

only individuals with cardiovascular risks. 

A comprehensive study on machine learning techniques for 

diabetes identification is presented in [23]. The study 

analysed two essential data processors: PCA (Principal 

Component Analysis) and LDA (Linear Discriminant 

Analysis) for various machine learning algorithms. Through 

an experiment, they identified the best data 

Preprocessors for each algorithm and conducted parameter 

tuning to find the optimum performance. Pima Indian data 

set was utilized to examine the performance of the 

algorithms. The highest accuracy obtained among the 

employed five algorithms (neural Network, Support Vector 

Machine, Decision tree, Logistic regression, and Naïve 

Bayes) was 77.86% using 10-fold cross-validation. 

Diabetes is a long-term condition that occurs when the body 

does not make enough insulin or is unable to utilize the 

insulin properly. Naive Bayes and SVMs, two of the most 

popular Machine Learning techniques, have been used to 
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classify data in most systems. (Parthiban & K. Srivatsa, 

2012) Data mining algorithms and their implementations 

were examined in this paper. Self-organizing maps 

outperformed Random Forest as well as other data mining 

algorithms, such as naive Bayes, decision trees, SVMs, and 

MLPs, in the evaluation of their ability to accurately 

diagnose diabetes. (Alawa, 2019). 

 Based on eye fundus images, this article aims at developing 

a classification algorithm that can identify diabetic retinal 

disease in patients. (Abreu et al., 2021). The CNN model for 

detecting plants and flowers, was discussed in this article 

(Wasson et al., 2021). Li et al. devise a scoring model to help 

patients with type 2 diabetes distinguish between diabetic 

nephropathy (DN) and non-diabetic renal disease 

(NDRD)(Li et al., 2020). In this study, the authors compare 

and contrast various machine learning-based classifiers. The 

COVID-19 pandemic tweet datasets were used in 

experiments by the author. The author used seven machine 

learning-based classifiers (Wisteria et al., 2021). 

2.2 Type 2 Diabetes (T2D) 

Diabetes mellitus is a group of metabolic abnormality 

identified by hyperglycaemia resulting from defects in 

insulin secretion, insulin action, or both [1]. According to the 

American Diabetes Association (ADA) guidelines, T2D is 

defined by fasting plasma glucose (FPG) levels above 125 

mg/dL; the normal (non-diabetic) range is below 100 mg/dL 

[25]. 

It is highly affected by lifestyle activities, such as drinking, 

exercise, and dietary habits.T2D diminishes quality of life 

and lowers life expectancy. Several studies have shown that 

a combination of lifestyle improvement and medication 

intervention can prevent complications from the disease. 

Both early diagnosis and treatment of T2D are thus critical 

in preventing serious and potentially life-threatening 

complications in patients [21]. In this study, T2D was 

diagnosed according to the ADA guidelines. T2D is defined 

by FPG levels above 125 mg/dl; the normal range is below 

100 mg/dL and between 100 and 125 mg/dL is considered 

prediabetes. 

3.Methodology 

The main motive is to develop a prediction model to forecast 

the occurrence of T2D in patients at an early stage. Various 

steps involved to generate the model is as follows, data pre-

processing, Segmentation, feature selection, training, 

testing, classification and recognition. 

3.1 Dataset 

 Sample iris data from infected patients were collected and a 

data set was created. 

3.2 Data Pre processing 

Once after collecting the dataset, it needs to be preprocessed 

to remove any unwanted data in the given input image. 

3.3 Segmentation 

. The infected from the given image was then segmented and 

then processed to the next stage. 

3.4 Feature Selection 

The desired features from the segmented part of the image 

were then extracted. 

3.5 Testing and Train dataset 

The given dataset was split into test and train dataset, and it 

was then trained with the given set of extracted features. 

3.6 Classification 

Once after training, the system was then tested with the test 

dataset and the given image was then classified based on the 

occurrence of the disease. Classification was performed with 

SVM and XG Boost. Finally, the performance of the 

algorithm was also compared and tabulated. 

4.Results 

The experimental results of the proposed models were 

assessed in terms of predefined evaluation metrics and ROC 

(Table 1 and Figure 1).  
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TABLE 1:  The performance metrics of the cross-validated machine learning algorithms on the test data

 

      The ROC curve of the above metrics is as 

shown in below figure 1. 

                            

              

 Figure1: Receiver Operating Characteristics (ROC) 

curves of the ML models. 

It is evident from the results that the performance of 

the XG BOOST was found to be very effective when 

compared to SVM classifier 

5.Conclusion 

In this paper, the authors developed and evaluated 

the ML-based model for predicting the risk of type 

2 diabetes. As a first step, the given input image was 

preprocessed to remove any unwanted information. 

It then undergoes segmentation to extract the 

infected part of the image. Once after segmentation 

classification of the  presence of disease was carried 

out with XG BOOST and SVM classifier. With the 

results, it is evident that the performance of XG 

BOOST was found to be very high when compared 

to SVM classifier. 
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