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Abstract: From the last few decades Recommender System has tremendous rise in many of the webservices. Now -a-days most of 

the people uses e-commerce sites or online advertisements and the famous websites like Netflix, You-tube makes use of 

recommendation systems. It is a field of increasing importance with intense potential. Recommender System are created to solve the 

immense issues of the customer to make a best and easiest decision by analysing information and provides the more relevant and 

personalized information according to the user’s choice. Most of the recommend system works by considering the feedback from the 

customers or content of items. Multimodal machine learning aims to build model that can process and relate the information from 

multiple modalities. Recommend System makes use multi- modality where we have very different types of inputs such as image, text, 

speech, graph etc, which are modalities and processed by the same machine learning model. Our paper focuses on recommendation 

methods that can be used in Multimodal Recommend System. A recommender system compels information filtering system running 

on machine learning (ML) algorithms that can predict a customer’s ratings or preferences for a product. 

I. Introduction 
Multimodal generally means having more than one mode. Multimodal recommender systems are the systems that capture users’ styles 

and aesthetic preferences. That means it will recommend items based on input, history, and even match the color and pattern from the 

searched item. Multimodal recommender systems have been developed by using multimodal information of users and items. 

Recommender systems typically learn from user-item preference data such as ratings and clicks. This information is sparse in nature, 

i.e., observed user-item preferences often represent less than 5% of possible interactions. One promising direction to alleviate data 

sparsity is to leverage auxiliary information that may encode additional clues on how users consume items. Examples of such data 

(referred to as modalities) are social networks, item’s descriptive text, product images. The objective of this tutorial is to offer a 

comprehensive review of recent advances to represent, transform and incorporate the different modalities into recommendation models. 

Moreover, through practical hands-on sessions, we consider cross model/modality comparisons to investigate the importance of different 

methods and modalities. The hands-on exercises are conducted with Cornac , a comparative framework for multimodal recommender 

systems.. 
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Multi- Model Recommend System: 

 
II. Content-Based Filtering 

Content -Based Filtering is a Machine Learning Technique that uses similarities in features to make decisions. This is a technique often 

used in recommender systems, which are algorithms designed to advertise or recommend things to users based on knowledge 

accumulated about the user. Content-based filtering uses item features to recommend other items similar to based on their previous 

actions or explicit feedback. There are two methodologies for content- based filtering one includes comparing user interests to product 

features and the other includes most overlapping features with user interests are what’s recommended. To Understand content-based 

filtering, let us consider some features for the Google Play Store where matrix row represents an app and column represents the feature. 

Features could include categories (such as Education, Casual, Health), the publisher of the app, and many others. App can have the 

different features as education, casual, health .Some of the user-related features could be explicitly provided by the user. For example, 

a user selects "Shopping" in their profile. Other features can be implicit, based on the apps they have previously installed. To do so, you 

must first pick a similarity metric (for example, dot product). Note that the recommendations are specific to this user, as the model did 

not use any information about other users. 

Using Dot Product as a Similarity Measure 
We can calculate the user interest by the dot product between the app and user interest. Consider the case where the user interest x and 

the app embedding y are both binary vectors. Since ⟨x ,y⟩=∑i=1dxiyi, a feature appearing in both x and y contributes a 1 to the sum. A 

high dot product then indicates more common features, thus a higher similarity. 

User interest  

III. Collaborative Filtering: 

   Collaborative Filtering is a machine learning technique used to identify relationship between pieces of data. To address some of the 

limitations of content-based filtering, collaborative filtering uses users and items simultaneously to provide recommendations. This 

allows for fortuitous recommendations; that is, Collaborative models can recommend an item to user A based on the interests of a 

similar user B. Furthermore, the embeddings can be learned automatically, without relying on human. There are two methodologies of 

collaborative filtering one is explicit that is user can be asked to give a numerical rating or the system can assume that the user likes 

whatever product they use and the other is implicit that is once user interests have been established, recommendations can be made. 

 A Movie Recommendation Example:  

Consider a movie recommendation system in which the training data consists of a feedback matrix in which each row represents a user 

and each column represents a product (a movie). 
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1D Embedding 

In 1D embedding single feature is considered to explain the preferences of users. Suppose we assign to each movie a scalar 

in [−1,1] which describes as near to -1(negative values) shows it is as children movie and near to +1 (positive values) depicts it as a 

adult movie. It is said to be user recommended if the values are near to1. 

2D Embedding 
 One feature was not enough to explain the preferences of all users. To overcome this problem, let's add a second feature: the degree to 

which each movie is a blockbuster or an arthouse movie. With a second feature, we can now represent each movie with the following 

two-dimensional embedding. We again place our users in the same embedding space to best explain the feedback matrix: for each (user, 

item) pair, we would like the dot product of the user embedding and the item embedding to be close to 1 when the user watched the 

movie, and to 0 otherwise. In this example, we hand-engineered the embeddings. In practice, the embeddings can be 

learned automatically, which is the power of collaborative filtering models. In the next two sections, we will discuss different models 

to learn these embeddings, and how to train them. The collaborative nature of this approach is apparent when the model learns the 

embeddings. Suppose the embedding vectors for the movies are fixed. Then, the model can learn an embedding vector for the users to 

best explain their preferences. Consequently, embeddings of users with similar preferences will be close together.  

 

Memory Based Filtering: 
 It is based on memory. We see the historical behaviour of the users and items and create a memory and come to the 

conclusion that the way users had been behaving historically, the same way user will behave in future as well. 
 

Model Based Filtering:  
It tries to predict the rating provided by the user based on existing data that is it tries to fit machine learning model into 

data. 

 

IV. Hybrid Filtering 

 
1. Weighted 

 
                   Figure 1. Weighted Hybrid Recommendation System 

  

In the weighted recommendation system, we can define a few models that is able to well interpret the dataset. The weighted 

recommendation system will take the outputs from each of the models and combine the result in static weightings, which the weight 

does not change across the train and test set. 

For example, we can combine a content-based model and a item-item collaborative filtering model, and each takes a weight of 50% 

toward the final prediction. 

The benefit of using the weighted hybrid is that we integrate multiple models to support the dataset on the recommendation process in 

a linear way. 

2. Switching 

 
                       Figure 2. Switching Recommendation System  

 

The switching hybrid selects a single recommendation system based on the situation. The model is used to be built for the item-level 

sensitive dataset, we should set the recommender selector criteria based on the user profile or other features. The switching hybrid 

approach introduces an additional layer upon the recommendation model, which select the appropriate model to use. The recommender 

system is sensitive to the strengths and weakness of the constituent recommendation model 
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3. Mixed 

 
                   Figure 3. Mixed Recommendation System  

Mixed hybrid approach first takes the user profile and features to generate different set of candidate datasets. The recommendation 

system inputs different set of candidate to the recommendation model accordingly, and combine the prediction to produce the result 

recommendation. 

The mixed hybrid recommendation system is able to make large number of recommendations simultaneously, and fit the partial dataset 

to the appropriate model in order to have better performance. 

4. Feature Combination 

 
          Figure 4. Figure Combination Recommendation System  

 

In feature combination hybrid, We add a virtual contributing recommendation model to the system, which works as feature engineering 

toward the original user profile dataset.For example, we can inject features of a collaborative recommendation model into an content-

based recommendation model. The hybrid model is capable to consider the collaborative data from the sub system with relying on one 

model exclusively. 

5. Feature Augmentation 

 
          Figure 5. Feature Augmentation Recommendation System 

  

A contributing recommendation model is employed to generate a rating or classification of the user/item profile, which is further used 

in the main recommendation system to produce the final predicted result. 

The feature augmentation hybrid is able to improve the performance of the core system without changing the main recommendation 

model. For example, by using the association rule, we are able to enhance the user profile dataset. With the augmented dataset, the 

performance of content-based recommendation model will be improved. 

6. Cascade 

 
                      Figure 6. Cascade Recommendation System  

 

Cascade hybrid defines a strict hierarchical structure recommendation system, such that the main recommendation system produce the 

primary result, and we use the secondary model to resolve some minor issues of the primary result, like breaking tie in the scoring .In 

practice, most of the dataset are sparse, the secondary recommendation model can be effective against equal scoring issue or missing 

data issue. 

7. Meta-Level 

 

Meta-level hybrid is similar to the feature augmentation hybrid, such that the contributing model is providing augmented dataset to the 

main recommendation model. Different from the feature augmentation hybrid, meta-level replaces the original dataset with a learned 

model from the contributing model as the input to the main recommendation model. 

 

V. Conclusion: 
 

This provides an introduction to recommender systems. In the context of ever-increasing amounts of available information and data, it 

is difficult to know what information to look for and where to look for it. Computer-based techniques have been developed to facilitate 

the search and retrieval process; one of these techniques is recommendation, which guides users in their exploration of available 

information by seeking and highlighting the most relevant information. 
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Recommender systems have their origins in a variety of areas of research, including information retrieval, information filtering, text 

classification, etc. They use techniques such as machine learning and data mining, alongside a range of concepts including algorithms, 

collaborative and hybrid approaches, and evaluation methods. 

 

Having first presented the notions inherent in data- and information-handling systems (information systems, decision support systems 

and recommender systems) and established a clear distinction between recommendation and personalization, we then presented the 

most widespread approaches used in producing recommendations for users (content-based approaches, collaborative filtering 

approaches, knowledge-based approaches and hybrid approaches), alongside different techniques used in the context of recommender 

systems (user/item similarity, user/item relationship analysis and user/item classification). These concepts were then illustrated by a 

discussion of their practical applications . 
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